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Abstract: Over the years, many different importance-performance analysis (IPA) variations have emerged 

as it is a primary tool for analyzing customer satisfaction. One of the recent IPA variations is 

back-propagation neural network based importance-performance analysis (BPNN based IPA) that utilizes 

BPNN to measure Importance. To investigate the performance of the BPNN based IPA, the authors 

compared two types of BPNN models that have one and multiple output neurons referred as BPNN 

(regression) and BPNN (classification) respectively, with multiple linear regression (MLR). This comparison 

demonstrates that the BPNN (regression) does not outperform MLR in term of model accuracy and training 

time, yet BPNN (classification) is superior to MLR and BPNN (regression) in term of model accuracy and 

predictive power. This finding leads to a reconsideration of the BPNN model used in the present BPNN 

based IPA. 
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1. Introduction 

Importance-performance analysis (IPA) is a technique proposed by Martilla and James in 1977 [1] for 

analyzing customer satisfaction towards a company’s product or service. For a considerable period of time, 

IPA has been used as a tool for understanding customers’ needs and desires so as to develop marketing 

strategies to respond to them. IPA is widely used in many areas that customer satisfaction is a key to a 

thriving business including higher education [2], tourism [3], government service [4] and health service [5]. 

IPA measures the satisfaction based on two components: importance and performance. The intersection of 

these two components creates a two-dimensional matrix that helps a company to identify improvement 

opportunities by discovering the attributes of company’s product or service that should be maintained or 

improved based on the customers’ viewpoints [6].  

Generally, data regarding customer perceptions towards a product or service gathered via customer 

satisfaction surveys are examined for measuring importance and performance of company’s product/ 

service attributes. Typically, method for measuring performance is well-established; by using direct rating 

from customers survey in which the customers are asked to rate the performance of the attribute ranging 

from “very dissatisfied” to “very satisfied” in a 5-point or 7-point Likert scale. Whereas importance can be 

measured either a rating scales (self-stated importance) or estimated on the basis of performance 

(implicitly derived importance) using statistical methods such as multiple linear regression analysis (MLR) 

[7] and partial correlation [8]. Recently, back-propagation neural network (BPNN) has become an 

alternative method for implicitly deriving importance which is called BPNN based IPA. It is reported that the 
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BPNN based IPA approach yields significant improvement in estimating of importance compared to 

conventional IPA and regression-based IPA approaches [9], [10], thereby several researchers [11]–[14] have 

applied and extended BPNN based IPA for a customer satisfaction improvement. 

Different techniques for measuring the importance are likely to result in identifying dramatically 

different attributes for improvement. Therefore it is essential to determine the technique that provides the 

most accurate representation of consumers’ perspective. The consequence of selecting the correct 

technique to measure importance motivated us to conduct an empirical comparison of BPNN (as the 

promising data mining techniques) with MLR (as the established statistical method) for measuring 

importance. The performance of each technique is examined using predictive accuracy, elapse time, 

predictive power, and diagnosticity.  

Additionally, this paper suggests an alternative BPNN model with multiple output neurons referred as 

BPPN (classification) and compares its performance with the performance of BPNN model with one output 

neuron referred as BPPN (regression) that currently used to determine importance. Although, the BPPN 

(regression) is used in most BPNN based IPA publications as shown in Table 1 which describes structure of 

model and activation function exploited in each publication. The BPPN (regression) requires that input 

attributes and target attribute are continuous, which is not compatible with the discrete data type of the 

customer satisfaction surveys. In contrast, the BPPN (classification) is suitable for predicting a categorical 

(discrete) target attribute which is more compatible with the customer satisfaction surveys than the BPNN 

(regression). The comparison between these two types of BPNN model and MLR will reveal the differences 

between techniques and facilitates the importance measure techniques selection. 

This paper is structured as follows. Section 2 identifies criteria for evaluating techniques for determining 

importance. Section 3 illustrates the empirical comparison of two different BPNN models and MLR. Section 

4 concludes the paper. 

 

Table 1. Publications That Implicitly Derived Importance Using BPNN 

Author(s) BPNN model 

(Input-Hidden-Output) 

Activation Function 

(Hidden/Output-layer) 

Deng, Chen, and Pei (2008) [9] 20-31-1  Hyperbolic tangent/ Hyperbolic tangent 

Deng and Pei (2009)[11] 20-26-1  Hyperbolic tangent/ Hyperbolic tangent 

Chen, Lin and Lin (2010) [12] 7-15-1  Sigmoid/ Sigmoid 

Mikulić and Prebežac (2012) [13] 8-10-1  Hyperbolic tangent/ Hyperbolic tangent 

Hosseini and Bideh (2013) [14] 7-7-1  Hyperbolic tangent/ Hyperbolic tangent 

Krešić, Mikulić, and Kožić (2013) [10] 11-11-1  Hyperbolic tangent/ Identity 

 

2. Evaluation Criteria 

The results of different approaches including BPNN (regression), BPNN (classification) and MLR for 

deriving importance will be empirically compared by various criteria in order to identify possible 

significant differences between the approaches. The evaluation metrics are described as follows:  

Predictive accuracy: This is a measure of how well the technique correlates the overall customer 

satisfaction (outcome) with the performance of product/service attributes in the data that has been 

provided. The predictive accuracy is the most important metric because the model with high predictive 

accuracy will generate the accurate importance and consequently produces the most accurate IPA result. 

The root mean squared error (RMSE) is used as a common measure for estimating predictive accuracy of 

regression and classification techniques.  

Elapsed time training: This is the amount of time that each technique takes to construct the model on 

the training dataset. The elapsed time training is measured in seconds in which the minimum training time 
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is desirable. In cases where the input data is large, the elapsed time training is the one metric that has to be 

measured in order to determine the trade-off between the performance and time spent for training. 

Predictive power of overall customer satisfaction: This predictive power is measured by correlating 

between the observed overall customer satisfaction (dependent variable) and the predicted overall 

satisfaction (independent variable) from the models of BPNN (regression), BPNN (classification) and MLR. 

Generally, the value of correlation coefficients fall between −1 and +1 and the closer correlation 

coefficient is to 1 or to −1, the stronger correlation it is as noted by field [15]. It is expected that the overall 

customer satisfaction has positive correlations with the predicted overall satisfaction which means the 

value of observed overall customer satisfaction is moved in the same direction of the value of predicted 

overall satisfaction. Therefore, the model with higher correlation coefficient is superior at predicting overall 

customer satisfaction than the model with lower correlation coefficient. 

Diagnosticity: This is an ability of the technique to identify just which company’s attributes are most 

important in affecting customer satisfaction [16] in other word it is the ability of the technique to 

distinguish the most important attribute from the less important attributes. The test of diagnosticity is 

conducted following to Doyle et al. [17]’s approach for investigating characteristic of two directed 

(self-stated) importance measured methods. Diagnosticity of each technique is assessed as the regression 

coefficients of the regression equation tested on the basis of relationship between Importance and rank 

[17], as shown in (1). 

 

I = β1R1 + β2R2 + constant                               (1) 

 

where I is Importance derived from a particular technique, R1 is rank order importance of attribute ranged 

from 1 (most importance) to the number of attributes (least importance), β1 is a linear coefficient for rank 

order (R1), R2 is residual of squared rank, and β2 is a quadratic coefficient for residual of squared rank (R2). 

Note that R2 is computed by subtracting the squared rank with the resulting from regressing squared rank 

on rank order. R2 is used instead of squared rank order for the purpose to reduce the collinearity between 

the rank and squared rank order which provided stable regression coefficients [17]. 

The linear coefficient (β1) and quadratic coefficient (β2) will be examined to compare the diagnosticity of 

each technique. The linear coefficient indicated linear relationship between the rank and importance 

measure since the Importance is decrease as the rank order of attributes increase, the linear coefficient 

should be a negative coefficient. The bigger linear coefficient, the steeper slope of the function relating 

importance to rank. The quadratic coefficient indicated non-linear relationship between the rank and 

importance which consist of concave (positive quadratic) and convex (negative quadratic) relationship [17]. 

The first suggests that the technique is able to distinguish the most important attribute and the technique 

with the larger quadratic coefficient has higher ability to diagnostic the attribute that most importance than 

the technique with a lower one. The latter suggests that the technique is lack of diagnosticity of the most 

important attribute in contrast it has more diagnostic the least important attribute. 

3. Empirical Study  

In this section, the results of different approaches including BPNN (regression), BPNN (classification) and 

MLR for deriving importance are investigated in order to identify possible significant differences between 

the approaches.  

3.1. Dataset 

2010 customer satisfaction survey of the media and telecommunication service provider company, 

known as ABC, dataset [18], is used as a case study. The dataset contains customer feedback from a 
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questionnaire with 81 questions and the number of customers responding to this questionnaire is 266. Two 

parts of data in the dataset are selected for conducting IPA in this case study including (1) assessment of 

overall satisfaction which is measured on a 5-point Likert scale; (2) assessment of overall satisfaction level 

of six company’s attributes — equipment and system, sales support, technical support, supplies and orders, 

purchasing support, and contracts and pricing which measured based on a 5-point Likert scale. 

3.2. Methodology 

First, BPNN (regression), BPNN (classification) and MLR are implemented using Waikato Environment 

for Knowledge Analysis (WEKA) and a 10-fold cross validation is used for the purpose of model evaluation. 

The importance is then derived from the outcomes of these prediction models. Subsequently, the model 

performance of each technique and its importance measures are compared against the evaluation criteria. 

Regarding the model training, the satisfactions of six company’s attributes of the input dataset namely — 

equipment and system, sales support, technical support, supplies and orders, purchasing support, and 

contracts and pricing are selected as input attributes (independent variables) and the overall customer 

satisfaction is class attribute (dependent variable). Methods related to the model training and importance 

computation of each technique are given below: 

Multiple linear regression: MLR is a simple technique for which a small number of parameters are 

required. Most of the parameters are set at their default value except parameter named 

attributeSelectionMethod where the value “no attribute selection” is assigned in order to display coefficients 

of all input attributes. Generally, the regression coefficient indicates how much a one unit increase in the 

independent variable results in an increase or decrease in the dependent variable with all other variables 

held constant [19]. Therefore, the regression coefficients can be referred to as implicit importance which 

expresses the influence of a company’s attributes on the overall satisfaction. The importance derived from 

MLR is shown in Table 2. 

Back-propagation neural network: The BPNN model is constructed for discovering the company’s 

attribute that has the major influence on overall satisfaction. The BPNN contains three parts, including one 

input layer, one hidden layers, and one output layer. The performance of each of six attributes is the neurons 

in the input layer. For the hidden layer, the number of hidden-layer neurons is assigned by a training 

network with different configurations of hidden-layer neurons and selecting the best performing network. 

The output layer corresponds to the overall customer satisfaction. 

There are two possible numbers to be assigned as the number of output-layer neurons depended on the 

type of problem: BPNN (regression) or BPNN (classification). The first has one output neuron whereas the 

latter has six output neurons representing possible class values of overall customer satisfaction {0-5}. Both 

BPNN structure models are trained using the MultilayerPerceptron classifier in WEKA. Logistic (sigmoid) 

function and identity function are used as the activation functions for hidden and output neurons in BPNN 

(regression) respectively, whereas logistic functions are used as the activation functions for all neurons in 

BPNN (classification).  

The bound of neurons in the hidden layer are {7, 13}1 and {13, 42}1 for BPNN (regression) and BPNN 

(classification) respectively. Additionally, two formula for calculating number of hidden layer proposed by 

Shibata and Ikeda [20] and Sheela and Deepa [21] are also considered which yield 2 and 5 hidden neurons 

for BPNN (regression) and yield 6 and 5 hidden neurons for BPNN (classification) respectively. These 

several configurations of hidden-layer neurons are trained on the dataset in order to determine the number 

of hidden neurons of the two BPNN structure models using Experimenter application in WEKA. Specifically, 

 
1
Maren, Harston, and Pap (1990) cited in [9] demonstrated that the bound of neurons in first hidden layer was between 2N +1 and O(N +1), 

where N is the number of input neurons and O is the number of output neurons. 
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each given BPNN model is tested using 10-fold cross validation repeated 10 times. Subsequently, the paired 

T-test is conducted (with 5% significance level) to check the null hypothesis that the mean difference of 

performance measures between the BPNN models is zero. 

BPNN (regression) is trained with the following parameters setting (learning rate = 0.7, momentum = 0.3 

and number of cycles = 10000). Then the performances of several network configurations (with 2, 5, 7, 10, 

12-13 hidden neurons) are measured by three indicators: the mean absolute error (MAE), the RMSE and 

goodness-of-fit (R2). Note that, the MAE and RMSE approach to 0 indicate that BPNN model has precise 

prediction ability whereas R2 close to 1 indicates that BPNN model has excellent goodness-of-fit [9]. The 

best performing network is the network with the two hidden neurons (Training–MAE = 0.588, RMSE = 

0.770 and R2 = 0.442; Testing–MAE = 0.617, RMSE = 0.802) since its RMSE value in training being the lowest 

one and its R2 value being the highest one. The 6-2-1 network architecture is shown in Fig. 1(a) and its 

neural weights are used as input for calculating importance based on the extended Garson’s algorithm [22]. 

Subsequently, the importance is produced and shown in Table 2. 

BPNN (classification) is trained (with learning rate = 0.3, momentum = 0.2 and number of cycles = 500). 

Then the performances of several network configurations (with 5, 6, 13, 18, 22, 25, 28, 33, 35, 42 hidden 

neurons) are measured by three indicators: percentage of accuracy, RMSE and area under the Receiver 

Operating Characteristic (ROC) curve (AUC). With regard to RMSE and AUC in testing phase, two models 

with 5 and 6 hidden neurons are statistically different from other network structures at the 5% level of 

statistical significance. Consider the training performance, the neural network composed of 6 hidden 

neurons is selected (Training–accuracy = 65.53%, RMSE = 0.279; Testing–accuracy = 48.30%, RMSE = 0.342, 

AUC = 0.685) since its RMSE value is lower than the RMSE value of the 5 hidden neurons network and its 

accuracy is slightly greater than the accuracy of the 5 hidden neurons network. The 6-6-6 network 

architecture is shown in Fig. 1(b) and the importance is derived from its neural weights based on the 

extended Garson’s algorithm [22], shown in Table 2. 

 

Table 2. The Comparison of Importance Measured by Using Different Techniques 

Company Service 

Attribute 

MLR BPNN 

(regression) 

BPNN 

(classification) 

F1-Equipment and System 0.529 0.790 1.000 

F2-Sales Support 0.133 0.476 0.467 

F3-Technical Support 1.000 1.000 0.660 

F4-Supplies and Orders 0.413 0.560 0.304 

F5-Purchasing Support 0.014 0.364 0.267 

F6-Contracts and Pricing 0.466 0.716 0.763 

 

 
(a)  
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Fig 1. (a) The 6-2-1 neural network and (b) the 6-6-6 neural network on ABC company customer 

satisfaction dataset. 

 

For a purpose of comparison of the three derived importance measures, all importance are expressed as a 

proportion of the highest value within each type of measure as shown in Table 2. Regarding this table, both 

MLR and BPNN (regression) identified the same ranking of importance and attribute “F3” is the most 

important attribute. All three techniques consistently identified attribute “F5” as the less important 

attribute. However, BPNN (classification) identified the different ranking of the top five important attributes 

from the first two techniques. It identified attribute “F1” as the most and attribute “F6” as the second most 

important attribute followed by attribute “F3”. 

3.3. Result 

Predictive accuracy: The predictive accuracy of each technique was compared through RMSE measured 

in training and testing mode using 10-fold cross validation repeated 10 times, shown in Table 3. 

Additionally, the paired T-test on RMSE measured by using 10-fold cross validation was performed to check 

significant differences between RMSE of the techniques. As shown in Table 3, the predictive accuracy of 

BPNN (classification) is far better than predictive accuracy of MLR as well as BPNN (regression) since BPNN 

(classification) yields the lowest RMSE which is close to 0. The statistical comparison of RMSE shown in 

Table 4 confirms that RMSE of BPNN (classification) is statistically significant different from MLR and BPNN 

(regression), and the RMSE of these two techniques is not statistically significantly different. 

 

Table 3. Comparison of RMSE 
Technique Training Testing 

MLR 0.775 0.792 

BPNN (regression) 0.770 0.802 

BPNN (classification) 0.279 0.342 

 

Table 4. Result of Paired T-test on RMSE 
Tests t Stat t Critical 

two-tail 
P(T<=t) 
two-tail 

Conclusion 

MLR vs BPNN (regression) -0.450 1.972 0.654 MLR = BPNN (regression) 
MLR vs BPNN (classification) 28.581 1.983 > 0.0001 

* 
MLR ≠ BPNN 
(classification) 

BPNN (regression) vs  
BPNN (classification) 

-29.649 1.983 > 0.0001 
* 

BPNN (regression) ≠              
BPNN (classification) 

        * Significantly difference at 5% significance level 
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Elapsed time training: The mean of elapsed training time was calculated by averaging elapsed time of 

each repetition of 10-fold cross validation shown in Table 5. Table 5 shows that BPNN takes a longer time to 

build model than MLR due to its approach that repeats network learning until the terminated condition is 

reached. Specifically, BPNN (regression) takes a longer time than BPNN (classification) since the number of 

training cycles of BPNN (regression) is greater than that of BPNN (classification). 

 

Table 5. Comparison of Elapsed Time Training 
 Technique   Training time (seconds) 
MLR 0.0008 
BPNN (regression) 1.8115 
BPNN (classification) 0.4062 

 

Predictive power of overall customer satisfaction: With regard the correlation coefficient shown in 

Table 6, all techniques produced a positive correlation coefficient and the BPNN (classification) yielded the 

highest correlation coefficient followed by BPNN (regression) and the lowest correlation coefficient belongs 

to MLR. Thus it can be reasonably concluded that BPNN (classification) has a superior predictive power to 

BPNN (regression) and MLR. 

 

Table 6. Comparison of Correlation Coefficient 
 Technique  Correlation coefficient 

MLR 0.661 
BPNN (regression) 0.666 
BPNN (classification) 0.786 

 

Diagnosticity: Regarding Table 7, linear coefficients of all techniques are statistically significant negative 

which indicate significant linear relationship between the ranks and the importance measures. Quadratic 

coefficients of all techniques are positive that means all techniques are able to distinguish the most 

important attribute however all quadratic coefficients are not significant. Unexpectedly, MLR has the largest 

linear and quadratic coefficients which means MLR has highest ability to diagnostic the attribute that most 

importance among techniques. Additionally, it can be concluded that BPNN (classification) has higher 

ability to diagnostic the attribute that most importance than BPNN (regression) since the linear and 

quadratic coefficients of BPNN (classification) are larger than that of BPNN (regression). 

 

Table 7. Regression Coefficients for Rank and Rank2Residual  
Technique Rank (t) Rank2Residual (t) 

MLR -0.176 (-6.094*) 0.016 (0.803) 
BPNN (regression) -0.122 (-16.803*) 0.008 (1.615) 
BPNN (classification) -0.150 (-15.724*) 0.014 (2.091) 

* Indicates significant at p < 0.05  

 

4. Summary and Discussion 

This paper investigated the performance of the BPNN based IPA, the latest variation of IPA that applies 

BPNN to measure Importance. For this purpose, two types of BPNN models that have one and multiple 

output neurons referred as BPNN (regression) and BPNN (classification) respectively, and MLR were 

examined and compared against four evaluation metrics. The results are summarized in Table 8. in which 

performance in each criterion of each technique are ranked from 1 (best performance) to 3 (worst 

performance). 
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Table 8. Summary of Comparison Results across Evaluation Metrics 

 Evaluation metrics  MLR BPNN 

(regression) 

BPNN 

(classification) 

Predictive accuracy 2 2 1 
Elapsed time training 1 3 2 
Predictive power of overall customer 
satisfaction 

3 2 1 

Diagnosticity 1 3 2 

 

Based on this summary finding, it indicated that there is no clear winning technique since no one 

technique outperforms all the others. While MLR takes the shortest training time and yields the highest 

diagnosticity, it has the least predictive power of overall customer satisfaction and has low predictive 

accuracy. BPNN (classification) yields the best predictive accuracy and predictive power of overall 

customer satisfaction, but BPNN (classification) importance measures are less diagnostic (less able to 

identify customers’ most important attributes) than that of MLR. Besides, it takes longer training time than 

MLR. However, our results show that the performance of BPNN (classification) is outperforms BPNN 

(regression) in all criteria. Especially, predictive accuracy of BPNN (classification) measured by RMSE is 

statistically significantly different and lower than of predictive accuracy of BPNN (regression) (see Table 3 

and Table 4). Additionally, the predictive power of overall customer satisfaction measured by correlation 

and diagnosticity of BPNN (classification) is greater than that of BPNN (regression) and the BPNN 

(classification) takes shorter training time than the BPNN (regression).  

In conclusion, this paper illustrates the methodology of BPNN based IPA and provides a set of evaluation 

metrics that can be used to determine technique that provides the most accurate representation of 

consumers’ perspective thereby offers a sound direction for the business planning. Moreover, the empirical 

comparison of this paper demonstrates that the BPNN (classification) is superior to BPNN (regression). 

This finding raises a new research area of IPA, however it cannot strongly confirm that it is also true in 

different survey datasets. Thus, the comparison should be conducted across two or more survey datasets 

which is our future work. 
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