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Abstract—The leaky least-mean-square (LLMS) algorithm was first proposed to mitigate the drifting problem of the least-mean-square (LMS) algorithm. Though the LLMS algorithm solves this problem, its performance is similar to that of the LMS algorithm. In this paper, we propose an improved version of the LLMS algorithm that brings better performance to the LLMS algorithm and similarly solves the problem of drifting in the LMS algorithm. This better performance is achieved at a negligible increase in the computational complexity. The performance of the proposed algorithm is compared to that of the conventional LLMS algorithm in a system identification and a noise cancellation settings in additive white and correlated, Gaussian and impulsive, noise environments.

Index Terms—Leaky least-mean-square, system identification, noise cancellation.

I. INTRODUCTION

The least-mean-square (LMS) algorithm [1] is one of the most famous adaptive filtering algorithms because of its simplicity and ease of analysis. This has made most researchers to improve the LMS algorithm and also to find solutions to some of its drawbacks. Some of these improved algorithms include: the normalized least-mean-square (NLMS) [2], variable step-size least-mean-square (VSSLMS) [3], etc. These improved algorithms generally improve the performance of the LMS algorithm in terms of convergence rate and mean-square-error (mse) value.

One of the main drawbacks of the LMS algorithm is the drifting problem as analyzed in [4]. This is a situation where the LMS algorithm generates unbounded parameter estimates for a bounded input sequence. This may drive the LMS weight update to diverge as a result of inadequate input sequence [4]. The drifting problem has been shown in [5]-[7] in details.

The leaky least-mean-square (LLMS) algorithm is one of the improved LMS-based algorithms that use a leakage factor to control the weight update of the LMS algorithm [5], [6]. This leakage factor solves the problem of drifting in the LMS algorithm by bounding the parameter estimate. It also improves the tracking capability of the algorithm, convergence and stability of the LMS algorithm.

One of the main drawbacks of the LMS algorithm is its low convergence rate compared to the other improved LMS-based algorithms. In this paper, we propose a new algorithm that improves the convergence rate of the LLMS algorithm. This is achieved by employing the sum of exponentials of the error as the cost function; this cost function is a generalized of the stochastic gradient algorithm as proposed by Boukis et al. [8]. A leakage factor is added to the sum of exponential cost function which makes the proposed algorithm a combination of the generalized of the mixed-norm stochastic gradient algorithm with a leaky factor.

This paper is organized as follows. In Section II, a review of the LLMS is introduced. In Section III, the proposed algorithm is introduced. In Section IV, experimental results are presented and discussed. Finally, the conclusions are drawn.

II. LEAKY LEAST MEAN SQUARE ALGORITHM

In system identification, the output of a linear system with input $x(k)$ is given by:

$$d(k) = h^T x(k) + v(k),$$

where, $h$ is the impulse response of the system, $x(k)$ is the tap-input signal and $v(k)$ is an additive noise, $T$ is transposition operator. The cost function of the leaky-LMS is given by:

$$J(k) = e^2(k) + \gamma w^T(k)w(k),$$

where, $w(k)$ is the filter-tap weight, $\gamma$ is the leakage factor ($0 < \gamma < 1$) and $e(k)$ is the error defined by;

$$e(k) = d(k) - w^T(k)x(k).$$

The filter-tap can be recursively updated by;

$$w(k+1) = (1-\mu\gamma)w(k) + \mu x(k)e(k),$$

where, $\mu$ is the step-size that is defined by;

$$0 < \mu < \frac{2}{\gamma + \lambda_{\text{max}}(R)},$$

where $\lambda_{\text{max}}$ is the maximum autocorrelation matrix of the input tap vector.

III. PROPOSED ALGORITHM

In order to improve the convergence rate of the LLMS algorithm, we propose a new algorithm that employs a sum of exponentials into the cost function of the LLMS algorithm gives a new cost function is defined as;

$$J(k) = (\exp(e(k)) + \exp(-e(k)))^2 + \gamma w^T(k)w(k),$$

where $\gamma$ is the leakage factor and $w(k)$ is the filter-tap weight.
where $e(k)$ is defined as in (3) above. Deriving (5) with respect to $w(k)$, gives:

$$\frac{\partial J(k)}{\partial w(k)} = 2\left(-x(k)e(k) + x(k)e(-e(k))\right) + 2\gamma w(k).$$  \hspace{1cm} (6)$$

The tap-update is given by:

$$w(k+1) = w(k) + \mu \frac{\partial J(k)}{\partial w(k)},$$  \hspace{1cm} (7)$$

Substituting (6) in (7) and rearranging, the update becomes

$$w(k+1) = (1 - \gamma \mu) w(k) + 2\mu x(k) \sinh(e(k)).$$  \hspace{1cm} (8)$$

IV. SIMULATION RESULTS

The purpose of the experiments done in this section is to investigate the performances of the LLMS and the proposed algorithms in system identification and noise cancellation settings under different noise environments. All simulated results are obtained by 300 independent runs.

A. System Identification

In this section, the system identification setting shown in Fig. 1 is used. The input signal is created using a first order autoregressive model (AR(1)) given by

$$x(k) = 0.8x(k-1) + \eta_0(k),$$

where $\eta_0(k)$ is a white Gaussian process with zero mean and variance $\sigma_\eta^2 = 0.36$. The impulse response of the system is modeled by a low pass filter of 16 taps ($N=16$) and a transfer function as shown in Fig. 2. The convergence rate and the mse are considered as measures. The simulations were done for stationary signal, corrupted with white and correlated Gaussian noise.

1) Additive white Gaussian noise

The signal in this experiment is assumed to be corrupted by an additive white Gaussian noise (AWGN) process with zero with and variance $\sigma_e^2 = 0.000225$. The simulations were done with a leakage factor, $\gamma = 0.0001$ and $\mu = 0.005$ for both algorithms. Fig. 3 shows the convergence of both algorithms with mse $= -39$dB. The proposed algorithm converges at 1500 iterations while the conventional LLMS converges at 2500 iterations.

2) Additive correlated Gaussian noise

In this experiment, the signal created in Section IV.A.a is assumed to be corrupted by an additive correlated Gaussian noise (ACGN) process. The ACGN is generated by AR(1) process, $v(k+1) = \rho v(k) + \eta_0(k)$, where $\eta_0(k)$ is a white Gaussian noise with zero mean and variance $\sigma_\eta^2 = 0.000225$, and $\rho$ is the correlation coefficient ($\rho=0.7$). The simulations were done with the same parameter as the experiment in Section IV.A.a. Fig. 4 shows that the algorithms converge to the same mse (mse $= -35$dB). The proposed algorithm converges faster (1100 iterations) compared to the standard LLMSF (2100 iterations).

This shows that the modification done to the cost function of the LLMS algorithm improves the convergence rate of the LLMS algorithm both in white and correlated Gaussian noise environments in system identification setting.
B. Noise Cancellation

In this section, a noise cancellation setting used to investigate the performance of the proposed algorithm as compared with that of the conventional LLMS is shown in Fig. 5. The input signal is assumed to be a Gaussian signal of zero mean and unity variance. A filter of length 32 taps is used and all simulations were done in white and correlated impulsive noise environments.

1) Additive white impulsive noise

Due to under water acoustic noises, man-made noise, atmospheric noises, etc., noise process is better to be modeled as impulsive rather than Gaussian noise [9], [10]. An impulsive noise can be generated using the probability density function: \( f = (1 - \varepsilon)G(0, \sigma^2) + \varepsilon G(0, \kappa \sigma^2) \), with variance \( \sigma^2 \), given by \( \sigma^2 = (1 - \varepsilon) \sigma^2 + \varepsilon \kappa \sigma^2 \cdot G(0, \sigma^2) \) represents the nominal background noise with Gaussian distribution of zero mean and variance \( \sigma^2 \cdot G(0, \kappa \sigma^2) \) represents the impulsive part where \( \kappa \geq 1 \) and \( \varepsilon \) are the strength and the probability of the impulsive components, respectively. In this experiment an additive white impulsive noise (AWIN) with zero mean and variance \( \sigma^2 = 0.000225 \) is used with \( \kappa = 100 \) and \( \varepsilon = 0.2 \). For both algorithms \( \gamma = 0.0001 \) and \( \mu = 0.006 \) were selected. Fig. 6 shows that the proposed algorithm converges faster than the LLMS by 250 iterations.

2) Additive correlated impulsive noise

In this experiment, an additive correlated impulsive noise (ACIN) is generated by using the AR(1) process given in Section IV, part A, title 2), where, \( v_i(k) \) is a white impulsive noise process with variance \( \sigma^2 = 0.000225 \). The simulations were done using the same parameters in Section IV, part B, title 1). Fig. 7 shows that both algorithms converge to the same mse (mse = 20 dB), and the proposed algorithm converges faster than the conventional LLMS algorithm by 200 iterations.

As noticed from Fig. 6 and Fig. 7, the introduction of the sum of exponentials into the cost function of the LLMS algorithm, as in the proposed algorithm, significantly improves the convergence rate of the LLMS algorithm. This is shown by simulations in both AWIN and ACIN environments in noise cancellation setting.

V. CONCLUSION

In this paper, a new algorithm is introduced that improves the performance of LLMS algorithm by modifying its cost function. The performance of the proposed algorithm is compared to that of the conventional LLMS algorithm in system identification and noise cancellation settings. Simulation results show that the proposed algorithm outperforms the conventional LLMS algorithm in white and correlated, Gaussian and impulsive noise environments.
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