Abstract—Existing time synchronization protocols for Wireless Sensor Networks (WSN) have already focused on lot of time synchronization issues like accuracy, energy efficiency, security and time synchronization itself etc for static wireless sensor networks but best of our knowledge time synchronization for mobile wireless networks has not been fully explored yet, so there is need to design protocols that can assist to time synchronize mobile wireless sensor networks in a simple way to achieve better time synchronization accuracy.

In this paper we propose mathematical model that is basically an extension of pair-wise time synchronization protocol and it aims to synchronize mobile wireless sensor node with the help of nearby static wireless sensor node. This model can be used to achieve network wide time synchronization. Proposed model has kept the track of direction and velocity of mobile nodes. Proposed protocol has been simulated and results are compared with existing pair-wise time synchronization protocol. Results show that pair-wise time synchronization protocol introduces significant error that will keep increasing with the moving velocity of mobile node. In contrast proposed algorithm performed very well in terms of accuracy, energy and computational cost and was able to synchronize mobile nodes with the help of static sensor nodes successfully.

Index Terms—Mobile sensors, time synchronization, wireless sensor network.

I. INTRODUCTION

In WSN individual nodes sense and control physical parameters to interact with the environment; these nodes need to collaborate with each other to complete their tasks. Usually, this collaboration between sensor nodes can be enable by using wireless communication. Moreover, if the nodes are not having such a network, at least they hold some of the functionality like computation; sensing or controlling and wireless communication. WSN are powerful in a sense that many of the different real-world applications are supported by sensor nodes. Some of the few popular applications of WSN are event detection, tracking, temperature monitoring, humidity sensing, pressure detection, health care, disaster monitoring etc.

The sensor nodes are usually scattered in a sensor field as shown in Fig. 1. [1]. Sensing task can be done by the sensor nodes and the aggregation of data is done by the sink node.

Scattered sensor nodes have abilities to gather date and route to sink node via single or multi-hop communication as shown in Fig. 1. [1].

Each sensor node is consists various units such as sensing unit, processing, communicating, power unit, mobilizer, location finding unit etc as shown in Fig. 2. [1].

Due to energy and data handling constraints, lot of research is carried out in the field of WSNs to make them efficient in the sense of routing, scheduling, localization, time synchronization etc. This research paper focuses on the area of time synchronization for mobile WSNs. Our designed model is used to synchronize mobile nodes with the help of static nodes. This work is basically an extension of pair-wise synchronization algorithm which aimed to synchronize static sensor nodes and after comparing modified algorithm with previous work, we have found that precision in mobile wireless sensor networks cannot be achieved due to constant propagation delay assumption during synchronization process and while not considering the mobility of sensor nodes, which will introduce significant error that will keep on increasing with the increasing speed of mobile node. In contrast modified algorithm performed very well and synchronized mobile sensor nodes efficiently throughout the synchronization process.

II. TIME SYNCHRONIZATION

In multi-hop ad-hoc wireless networks like sensor networks
time synchronization is an important area of concern. However, not only WSN applications but also for many networking protocols used in sensor networks need accurate timings [2]. Sometimes it is essential for a sensor node to know that at what time any particular event has occurred in a controlled field, High accuracy of local clocks is needed to ensure interaction of the network nodes. These sensor nodes coordinate their efforts and work together for achieving complex identification / sensing task. One example of this co-ordination is data merger and fusion in which data should be collected from various active nodes and aggregated, accumulated into useful results [1]. For instance, in vehicle tracking system, location of vehicle being tracked is reported by the sensor nodes. In this case, if the sensor nodes are not synchronized (i.e. they lack a common timescale) their estimations will be inaccurate. and lifetime of networks can be increased if power saving schemes use synchronization algorithms divide transmission media into time domain and eliminate collisions and save energy so it has been shown that at what time any particular event has occurred in a way that Node B adjusts its own clock or translates its timing information to the time scale of Node A whenever needed. The local clock time at any chosen “reference” node can be the global time to which all nodes must be synchronized. Truly the time synchronization problem is a problem of estimation of the skews (drifts) and offsets of every node. Clock parameters are area of research and discussion which are easily affected due to various environmental changes and other external factors/effects such as voltage change, hardware aging, atmospheric pressure and temperature [1].

To achieve Clock synchronization in WSN needs transferring and exchanging a set of timing messages to the target sensors [2]. Time stamp information that is contained in these timing messages is calculated by the transmitting sensors. To solve the problems and issues of time synchronization related wireless sensor networks, various protocols have been proposed [3]-[16]. Most of these protocols aim to time synchronize static wireless sensor networks with accuracy, security, energy efficiency etc, but they have not discussed issue of time synchronization for mobile wireless sensor networks.

III. TRADITIONAL SYNCHRONIZATION ALGORITHMS

A. Pairwise Time Synchronization

Pairwise time synchronization algorithm is extremely simple and computationally efficient and used to synchronize any pair of static sensor nodes, and consider one of the nodes as a reference node among two nodes. Better radio characteristics of sensor node can help to achieve accuracy and according to algorithm only three messages will be exchanged between nodes [4]. In Fig. 4 it is shown that there are two nodes \( j \) and \( k \) that are supposed to synchronize with each other.

![Fig. 3. Clock model of sensor nodes [2]](https://example.com/fig3)

Seemingly, if two clocks are get synchronized and faultlessly tuned then \( \Theta^{AB} = 0 \) and \( f^{AB} \). If node A is considered as a reference node then the clock synchronization has to approximate and estimate these two parameters in such way that Node B adjusts its own clock or translates its timing information to the time scale of Node A whenever needed. The local clock time at any chosen “reference” node can be the global time to which all nodes must be synchronized. Truly the time synchronization problem is a problem of estimation of the skews (drifts) and offsets of every node. Clock parameters are area of research and discussion which are easily affected due to various environmental changes and other external factors/effects such as voltage change, hardware aging, atmospheric pressure and temperature [1].

\[
C_j(t) = \Theta + f t
\]

where \( \Theta \) and \( f \) are called clock offset (i.e. phase difference and variation) and clock skew (i.e. frequency difference and variation) respectively. From equation 1, the clock association of two Nodes A and B can be given as in equation 2.

\[
C_B(t) = \Theta^{AB} + f^{AB}C_A(t)
\]

where \( \Theta^{AB} \) and \( f^{AB} \) are the relative clock difference and frequency difference between nodes A and B and graphical representation is shown in Fig. 3. [2].

![Fig. 4. Synchronization between node J and K using pairwise synchronization technique.](https://example.com/fig4)

Synchronization of local time of Nodes J and K takes place, when exchange of two packets will be done with the following procedure:

The first packet will be transmitted by Node J with a time stamp \( t_1 \) with respect to its local time. When Node K receives the first packet, it records its local time that is \( t_2 \) where

\[
t_2 = t_1 + t_d + p_d
\]
$P_d$ is the transmission time (propagation delay) taken by packet to propagate from one node to other, which is function of the distance between the nodes and signal propagation characteristic and it is unknown. $t_d$ is the offset between two nodes.

Next, a second packet to node $J$ is transmitted by node $K$, which contains $t_2$ and $t_2$. This packet is also time stamped by node $K$ at time $t_2$.

The second packet has been received by Node $J$, where

$$t_4 = t_2 + P_d - t_d$$

At node $J$ by subtracting and adding equation 4 with equation 3 will result in offset $t_4$ and $P_d$ respectively.

$$t_d = 0.5 \times (t_2 - t_4 - t_1 + t_1)$$

$$P_d = 0.5 \times (t_2 + t_4 - t_1 - t_1)$$

Once node $J$ has calculated the offset and propagation delay, the two nodes will get synchronized, however a third message is required if offset need to be communicated to node $K$.

B. Reference Broadcast Time Synchronization

Reference broadcast synchronization (RBS) is another synchronization scheme used in sensor networks that was proposed by Elson and Estrin [5], they offer receiver to receiver synchronization model. In this technique a reference broadcast does not contain an explicit timestamp; instead, receivers use its arrival time as a point of reference for comparing their clocks.

C. Timing-Sync Protocol for Sensor Networks

A network wide time sync protocol was proposed by Ganeriwal et al. for sensor networks which was called Timing-Sync Protocol for Sensor Networks (TPSN) [6]. They divided their work in two steps. Level discovery phase and synchronization phase. During first step of level discovery a hierarchical topology of the entire network is created and a synchronization phase. During first step of level discovery a node of level $k-1$ is assigned to root node. In the second phase, a node of level $k$ is synchronized to a node of level $k-1$. The whole network can synchronize in wireless sensor networks that was called Lightweight Tree-based Synchronization (LTS) was proposed by Greunen and Rabae [4] and it is distinguished from other work in the sense that the aim is not to maximize accuracy, but to minimize the complexity of the synchronization. Thus the needed synchronization accuracy is assumed to be given as a constraint, and the target is to devise a synchronization algorithm with minimal complexity to achieve given precision.

D. Lightweight Tree-Based Synchronization

Lightweight Tree-based Synchronization (LTS) was proposed by Greunen and Rabae [4] and it is distinguished from other work in the sense that the aim is not to maximize accuracy, but to minimize the complexity of the synchronization. Thus the needed synchronization accuracy is assumed to be given as a constraint, and the target is to devise a synchronization algorithm with minimal complexity to achieve given precision.

IV. PROBLEM STATEMENT AND PROPOSED ALGORITHM

Most of the algorithms that are already proposed for time synchronization in wireless sensor networks don’t consider mobility of sensor nodes.

There are various applications in which wireless sensor nodes are mobile; such as vehicle tracking system, telemedicine where sensor nodes attached with mobile patient; those nodes continuously monitor health conditions. Already presented algorithms that are suitable for static wireless sensor networks are not appropriate to use for the synchronization of mobile wireless sensor networks. Therefore a synchronization technique that can work to synchronize mobile sensor networks is needed.

The main idea behind this research is to design and develop a time synchronization algorithm that can be effectively utilized by a mobile node to synchronize it with the static node.

Designed mathematical model is an extension and modified form of Pair-wise synchronization algorithm which did not consider mobility of sensor nodes. When nodes are mobile, pair wise synchronization algorithm fails to find out exact time difference between two nodes because of varying distances between two nodes.

Proposed algorithm considered the mobility of nodes. In suggested algorithm node $J$ is considered as static node and node $K$ is mobile with some known constant velocity, moving either away or towards node $J$. For that purpose equation 4 of pairwise algorithm is modified to support the mobility of node $K$. In Fig. 5, it is shown that node $k$ is moving away from node $J$ with constant velocity.

Fig. 5. Pair wise time synchronization with mobile node.

Here $t_{dm}$ is time difference between mobile and static node, $P_{d1}$ are $P_{d2}$ two propagation delays. It can be seen that $t_4$ is the function of additional propagation time $P_{d2}$ which is caused due to mobility of sensor node $K$. $P_{d1}$ is the function of velocity and direction of mobile node. Modified equation for $t_4$ can be given as equation 7.

$$t_4 = t_3 + P_{d1} \pm P_{d2} - t_{dm}$$

$P_{d2}$ is positive when node $K$ is moving away from node $J$ and $P_{d1}$ is negative when node $K$ is moving towards node $J$. Value of $P_{d2}$ can be calculated by using the distance formula as follows.

Distance covered $= \text{velocity} \times \text{time}$

$$s = v \times t$$

$$s = v_{\text{light}} \times P_{d2}$$

$P_{d2}$ is the additional propagation delay caused due to mobility of node, $v_{\text{light}}$ is the seed of light through which signal.
will be transmitted between nodes and \( s \) is distance covered during \( P_{d2} \) and that distance can also be given by equation 10.

\[
S = V_k(t_3 - t_2)
\]

(10)

After putting the value of equation 10 in equation 9, we get.

\[
P_{d2} = V_k(t_3 - t_2) / c
\]

(11)

where \( V_k \) is the velocity of node \( K \) and \( c \) is the velocity of light. Adding equation 4 and 7 and using equation 11, equation of time offset with mobility between two nodes can be given as.

\[
I_{dm} = 0.5 \times \left\{ (t_2 - t_1 - t_3) \pm V_k(t_3 - t_2) / c \right\}
\]

(12)

By implementing this equation mobile node will be able to synchronize itself with the nearby static node with more accuracy than simple pairwise synchronization algorithm.

V. SIMULATION SCENARIO AND RESULTS

Both pairwise and modified pairwise with support of mobile time synchronization are compared in terms of calculation of time difference between two nodes, while one node is static and other is moving away with constant velocity.

1) Will consider static node as a reference node with the initial time difference of 1 \( \mu \) sec.

2) Node \( K \) is moving away from reference node \( J \) with constant velocity.

Initially two nodes are considered in the scenario but the same methodology will be used for network wide synchronization. Velocity of mobile node changed from 10m/sec with addition of 10m/sec up to 300m/sec. Sensor nodes have enough transmission range to communicate with each other during varying speed.

For simulation results equation 5 and 12 are used to find time difference between two nodes. Where equation 5 will be giving results for time difference between two without support of mobility and equation 12 will be giving results for time difference between two nodes with mobility support.

Implementation results of already present synchronization algorithms for mobile wireless sensor nodes in Fig. 6. show how error is keep growing with increasing speed of mobile node, moreover we can say that pair wise time synchronization algorithm without mobility support can’t achieve high accuracy in case if the sensor node is mobile because of the varying propagation delay during synchronization process, which cause significant errors. Synchronization error will keep on increasing not only with increase in the velocity of sensor nodes in particular direction but also with increase in communication hops. Fig. 6. shows results of time difference between two nodes using already present pair wise time synchronization and modified suggested time synchronization algorithm.

Algorithms Calculation of time offset between two nodes in the above figure vertical axis is showing difference of time between reference node and the mobile node that suggested algorithm needs to maintain as 1 \( \mu \) sec regardless of moving velocity of mobile node. The horizontal axis of resulted graph is showing the distances covered by mobile node while moving away from the reference node.

In Results it is shown that two nodes with actual time difference of 1\( \mu \) sec are synchronized. With proposed algorithm; value of time difference between two nodes is always obtained as 1\( \mu \) sec, which is the actual time difference between two nodes. It means synchronization error is zero with suggested modified algorithm and modified algorithm is able to achieve synchronization between mobile sensor nodes successfully and if already present pairwise synchronization algorithm is implemented for synchronization of mobile nodes then synchronization error is increasing with increase in velocity of mobile nodes.

VI. FUTURE WORK

The future work will be conducted with the consideration of multi-hop mobile network with random deployment of sensor nodes moving in different directions. In this work we have assumed a wireless sensor network in which mobile node was moving away or towards static node and with different speed and direction and we designed a mathematical algorithm for the time synchronization of these nodes. In future we will be designing a mathematical model for the time synchronization of mobile node if mobile node is moving randomly nearby static node with different speed and directions. More analysis parameters will be taken into consideration to be used in simulation model.

Another work that could be conducted in future is to synchronize two sensor nodes if both of these nodes are mobile and moving with not only different speeds but different accelerations and direction, and finally we will be synchronizing whole network with different speeds, accelerations, and directions of nodes.
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