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Abstract—The Phonocardiogram (PCG) is the graphical recording of acoustic energy produced by the mechanical activity of various cardiac. Due to the complicated mechanisms involved in the generation of in the PCG signal, it is considered as multicomponent non stationary signal. Empirical mode decomposition (EMD) allows decomposing an observed multicomponent signal into a set of monocomponent signals, called Intrinsic Mode Functions (IMFs). The goal of this paper is to segment some pathological HS signals into the murmurs related to cardiac diseases. EMD approach allows to automatically selecting the most appropriate IMFs characterizing the murmur using the noise only model. Real-life signals are used in the various cases such as Early Aortic Stenosis (EAS), Late Aortic Stenosis (LAS), Mitral Regurgitation (MR) and Aortic Regurgitation (AR) to validate, and demonstrate the effectiveness of the proposed method.

Index Terms—Empirical mode decomposition, heart sound signal, pathological murmurs, noise only model.

I. INTRODUCTION

Heart sound segmentation is considered as a helpful operation for detection and partitioning in main component and especially pathological murmur in each cardiac cycle. The two main audible Heart Sounds (HS) in a normal cardiac cycle are the first (S1) and second (S2) heart sound. The first heart sound S1 consists of two major components M1 and T1, corresponding, respectively to the mitral and tricuspid valves. However the second heart sound S2 consists of two main components noted A2 and P2 corresponding respectively to the aortic and pulmonary valves. The empirical mode decomposition (EMD) method was first proposed by Huang et al. in 1998 [1]. For a nonstationary multicomponent signal, the EMD technique is a powerful tool and permits the decomposition on mono-components such as amplitude and frequency modulated (AM/FM) called the intrinsic mode functions (IMFs). In particular, the EMD technique expands the analyzed signal in terms of basic functions that are signal-dependent, and which can be estimated via an iterative procedure called sifting. The EMD method has been studied with an efficient algorithm for its implementation has been presented [2]. The method has also been used for denoising and detrending signals corrupted with noise [3, 4, 5]. EMD approach has also been used for denoising and time frequency characterisation of normal heart sound signal in [6]. The problem of HS signal segmentation have been studied [7] using normalized average Shannon energy to compute the PCG envelope.

Another paper presented a successfully method for HS segmentation [8] based on Shannon energy. However, the method fails to segment heart pathological murmurs. Samjin Choi et al. [9] used the normalized average Shannon energy, the envelope information of Hilbert transform with cardiac sound characteristic waveform in order to extract the envelope for the cardiac sound signal segmentation. The authors in [10] proposed a new method of HS biometrics using a synthetic model of HS based on the wavelet family. Recently, Boutana et al. in [11] used the time frequency distribution with Rényi entropy measure for identification and segmentation of some pathological HS sound signals. A study of the characteristics of white noise using the EMD method has been presented [12]. The EMD method has also been used for denoising and detrending signals using the noise-only model [13].

The paper is organized as follows. In Section II, we present an overview of the EMD method. In Section III, we present the noise only model as segmentation method. Section IV presents various pathological cases and experimental results, and Section V summarizes and concludes the paper.

II. BACKGROUND OF EMPIRICAL MODE DECOMPOSITION

The EMD is a signal decomposition method that allows the separation of the observed signal into a set of IMFs plus a residual function. Each IMF represents a monocomponent signal or an oscillatory mode with one instantaneous frequency. An IMF must satisfy the following two basic conditions [1]:

1) The number of extrema and the number of zero crossings must be either equal or different by no more than one in the entire data set.

2) The mean value of the envelope defined by the local maxima and the envelope defined by local minima is zero at the energy point. Thus, an IMF represents a simple oscillatory mode imbedded in the signal.

To extract an IMF from a given signal, we proceed according to the following EMD algorithm [1]:

Step 1: Identify the extrema (local maxima and minima) of the observed signal x(t).

Step 2: Interpolate the local extrema using cubic spline to obtain the upper and the lower envelopes.

Step 3: Calculate the local mean value $m_i(t)$ of the upper and the lower envelopes.

Step 4: Subtract $m_i(t)$ from the original signal to obtain the
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first component \(h_1(t) = x(t) - m_1(t)\)

Step 5: If \(h_i(t)\) satisfies the two basic properties mentioned in points (a) and (b) above, then, declare it as an IMF.

Step 6: if not, \(h_i(t)\) is considered as a new original signal, and the above steps are repeated until we obtain an IMF, noted as \(C_i(t)\). At this stage, we obtain the residual function \(r_i(t)\) as:

\[
r_i(t) = x(t) - C_i(t)
\]

To obtain the next IMF, \(r_i(t)\) is now considered as a new signal and the above steps are repeated again. At the end of the algorithm, we obtain a set of IMFs and a residue, whereby, the first extracted IMF contains the highest frequency oscillation that exists in the signal. Each extracted IMF contains a lower frequency oscillation than the one extracted just before it. We observe that the residual function is constant or monotonic function without frequency components. Finally, we can express the original signal \(x(t)\) as follows:

\[
x(t) = \sum_{i=1}^{n} C_i(t) + r_n(t)
\]

where \(C_i(t)\) represents the extracted IMFs and \(r_n(t)\) is the residual function.

III. NOISE ONLY MODEL AS SEGMENTATION METHOD

Current methods to select the IMFs are based on a technique called noise-only model. The noise-only model technique uses the fact that in the presence of additive white Gaussian noise, the logarithm-variance of each IMF varies linearly with a parameter, called the Hurst exponent \(H\) [12], [13] as follows:

\[
\log_2 V_H(i) = \log_2 V_H(2) + 2(H-1)(i-2)\log_2 \rho_H
\]

For \(i \geq 2\) and \(\rho_H = 2.01\) with \(V_H(i)\) is the variance of the \(i\)th IMF. For this model used in [3]-[5], the IMF energies can be estimated using the equation:

\[
\hat{E}_i = \frac{\sigma_i^2}{0.719}, \quad i = 2, 3, 4, \ldots \ldots
\]

where \(\sigma_i^2\) represent the energy of noise and may be estimated by the variance of the first IMF. Thus, after applying the EMD algorithm, an extracted signal component may be identified as an IMF of the signal containing the main components if its logarithm-variance verifies the linearity property and that energy exceed the threshold given by the noise-only model. In this paper, our motivation is to discriminate the IMFs corresponding to the murmur from the set of all extracted ones. The estimation of IMFs energy provides two situations: (i) if the IMF has energy greater than the threshold, then the IMF correspond to the signal without murmur, (ii) if the IMF has energy less than the threshold, then the IMF may be considered as murmur signal.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The segmentation study was conducted on abnormal real-life PCG signals collected from [14]. Each PCG signal was sampled at a frequency: EAS and LAS signals with 11 KHz, MR and AR signals with 8 KHz.

A. Example 1: Case of Early Aortic Stenosis

In the first example, the method is applied on the PCG signal of a patient affected by Early Aortic Stenosis (EAS) showing a systolic murmur between the signal S1 and S2 such as in the top of Fig. 1. EMD analysis of the EAS signal has revealed sixteen IMFs and a residue showed in the Fig. 1. Obviously, it can be seen that the third first IMF contains the most part of the murmur. However, the main components of the signal appear from the fourth IMF. According to the Fig. 2, it can be seen that between all extracted IMFs, the IMF1, IMF2 and IMF3 are principally the only ones with energy not exceeds the threshold and may be selected as the IMFs for the separated murmur characterising the EAS signal. The applied method has given the segmentation results illustrated by the Fig. 3 and show a best segmentation of the main components and the murmur of the EAS signal.

B. Example 2: Case of Late Aortic Stenosis

In the case of Late Aortic Stenosis (LAS), the pathological murmur is located in late systole just before the start of the second heart sound signal (S2). The applied method to the signal has given 18 IMFs and a residue. In order to illustrate clear results, we have presented only 12 IMFs and the residue in the Fig. 4. The IMFs selection results are illustrated in Fig. 5. It can be seen that the murmur is represented by the first third IMFs. The segmentation results are showed by the Fig. 6 where the parts (b) and (c) give the separated signal containing the main components and murmur respectively.

C. Example 3: Case of Mitral Regurgitation

The other pathological HS signal used in order to validate the method is the Mitral Regurgitation (MR), sometimes called mitral insufficiency. In the case of the MR, the valve does not close properly and causes blood to leak back (regurgitate) into the left atrium when the left ventricle contracts. MR is mainly characterized by systolic murmurs starting just after the first HS noted S1 and the presence of the third HS noted S3 as can be seen in the top of the Fig. 7. EMD analysis of the MR signal has revealed nine IMFs and a residue showed in the Fig. 7. It can be seen in Fig. 8 and 9 that the third first IMF contains the most part of the murmur. So, the summation of the first third IMFs has given the separated murmur as can be seen in the Fig. 9 (e).
D. Example 4: Case of Aortic Regurgitation

The fourth pathological HS signal studied is the Aortic Regurgitation (AR) shown at the top of the Fig. 10. In AR a diastolic murmur is close to the second HS signal S2. It is caused by the backflow of blood across the aortic valve. Depending on the severity of the regurgitation, the murmur may be loud or soft. EMD analysis of the AR signal has given 15 IMFs and a residue in the Fig. 10 where only 12 IMFs have been presented for practical illustration. We can see in this case that only the first two IMFs contain the murmurs signal and the third IMF (IMF3) seems present the start of the main components existing in the original signal. The selected IMFs for HS signal segmentation obtained by the method are illustrated in the Fig. 11. The separated signal is obtained by summing all extracted IMFs greater than the threshold showed in Fig. 12 (b). However the murmurs signal is obtained by summing the IMFs less than the threshold such as illustrated in Fig. 12 (c).
The noise only model method in conjunction with EMD analysis may be used to discriminate between the pathological heart sound segmentation. Future work deal with the PCG. In addition, time-frequency study will be added in order to improve and extension to a great number an abnormal heart sound segmentation. 

V. CONCLUSION

In this paper we proposed the segmentation approaches based on empirical mode decomposition. The method uses the EMD and the noise only model. The experimental results conducted on real life pathological heart sound signals revealed the performance of the proposed methods for segmentation. The noise only model method in conjunction with EMD analysis may be used to discriminate between the IMFs giving the murmur signal and the signal containing the main components. This method is used for the first time in heart sound segmentation. Future work deal with the improvement and extension to a great number an abnormal PCG. In addition, time-frequency study will be added in order to characterise several pathological murmur.
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