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Abstract—In this paper, we present a novel approach to the task of automatic adult video detection based on feature porno-sounds recognition using multiple feature vectors and an ensemble of binary classifiers. In this framework, firstly the audio track is extracted and segmented into equal segments from an unknown video. Then each segment is split into sequences of voiced and unvoiced unequal fragments. Multiple feature vectors are extracted for each voiced fragments. Components classifiers including Support Vector Machine (SVM) are trained based on such feature vectors. At the classification, the outputs provided by the component classifiers are combined through fusion rules to form a final output of the ensemble. According to the classification results of these fragments, each segment is classified as erotic or natural. Finally, based on these segments results, the audio track or further the unknown video is labeled “erotic” or “natural”. Online and off-line experiments show that the proposed approach yields high performance than using single classifiers.

Index Terms—Ensemble classifiers, SVM, artificial neural network (ANN), erotic audio, voiced segment

I. INTRODUCTION

Nowadays the Internet provides a huge collection of multimedia documents, but it also contains large amounts of pornographic materials, such as adult video sequences, which are unsuitable for children and unsuspecting adults. Thus effective pornographic video detection is important for preventing social-cultural problems.

Previous work in this field has mainly focused on processing text or visual data, e.g. [1], [2]. Due to the fact that adult videos are always accompany particular human sounds, such as groans of females which are distinct different from natural sound, a method from the feature porno-sounds recognition point of view is proposed to detect adult video sequences in [3], [4].

This problem of erotic sound detection belongs to the more general field of audio event detection (AED) or audio classification. Past work always does audio classification at the unit of one second or one frame [5], [6]. This rigid unit is not suitable for our problem. Fig. 1 shows the spectrogram of a typical erotic audio clip. It can be seen that different erotic sounds always have different durations. It is more reasonable to set one complete groan or scream as the basic unit for recognition and classification in our task. In this paper, we set the continuous voiced fragment as the smallest unit for recognition. Means and variances of mel-frequency cepstral coefficients (MFCCs), linear prediction cepstral coefficients (LPCCs), pitch, and short-time energy computed from each fragment are used as features.

For classifiers, we can combine a number of member classifiers to yield a more accurate recognition rates [7-9]. This approach is known as the ensemble of classifiers. The features are used to train different types of classifiers: SVM, Gaussian Mixture Models (GMM) based classifier and ANN. In this work, the outputs of the component classifiers are fused through two combination methods, including majority voting and fusion classifier.

The organization of the paper is as follows. Section II covers an overview of the voiced fragments classification based erotic audio recognition system. Section III presents the features extracted from voiced fragments. The member classifiers and ensemble strategies are presented in section IV. Section V introduces the rejection and verification modules of the system. Section VI shows the experimental set-up and results. Finally conclusions are drawn in section VII.

Fig. 1. Spectrogram of a typical erotic audio clip
features are fed into the trained component classifiers. The outputs of the classifiers are then fused through majority voting or fusion classifier. Based on the results, labels of “pornographic” or “natural” are assigned to the voiced fragments in the 3-sec segment. If the number of erotic fragments is larger than a threshold, then this segment is labeled “pornographic”, else it is labeled “natural”. Then the audio signal is sent to a verification module and the long term similarity measures are obtained. If the number of erotic segments in an audio track and the long term similarity measures are larger than thresholds, then raise the alarm. Fig. 2 illustrates such a process.

In the next sections, the important components of the system are described, such as voiced fragments search and feature extraction, component classifiers and ensemble methods, rejection and verification modules.
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**III. FEATURE EXTRACTION**

**A. Basic Feature Extraction**

At the first step, the audio stream is windowed into a sequence of short-term frames (20 ms long) with 10-ms overlap. Four basic features are extracted per frame. Briefly, we used two percept features, namely the short-time energy and the pitch. Short-time energy is the energy of a frame and is calculated as the sum of squared amplitudes within a frame. In this paper, we used a simple pitch detection algorithm based on detection peak of the normalized autocorrelation function. Furthermore, we used the MFCCs and LPCCs. MFCCs are a perceptually motivated representation of the coarse shape of the signal spectrum. We used 12 MFCC coefficients calculated from the outputs of a 20-channel filter bank. LPCCs were obtained using the autocorrelation method.

The number of LPCC coefficients extracted was 10. For notation purpose, let \( L = \{ M_t, L_t, P_t, E_t \} \), \( t = 1 \cdots T \) be the resulting feature sequence, where \( T \) is the number of frames, and \( M_t, L_t, P_t, E_t \) stand for the \( t \)-th MFCCs, LPCCs, pitch and energy respectively.

**B. Voiced Fragments Search and Feature Extraction**

The first stage of the system is to segment the unknown audio track into equal segments. In this paper, each segment has a length of 3 seconds, that’s to say each segment contains 299 20-ms frames.

In the second stage, we search for voiced fragments in every segment. Voiced fragment means a short fragment that almost all frames in it have pitches. The details of the proposed voiced fragment search algorithm are illustrated below.

procedure \( Vf \leftarrow Vfs(S) \)

//input: \( S \), the 3-sec segment.
//output: \( Vf \), the set of voiced fragments found in \( S \)

Begin
1) Extract the feature sequence of \( S \), which is denoted by \( L = \{ M_t, L_t, P_t, E_t \} \), \( t = 1 \cdots T \) \( s = 1 \), \( Vf \leftarrow \emptyset \).
2) Start from the frame \( s \), find the first index \( i \) that \( P_i \) is larger than 10, this is the start frame of a new voiced fragment. If all \( P \) are less than 10, goto End.
3) Check the frames following the frame \( i \), find the longest fragment \( F \) satisfy that there is no continuous 5 frames that all \( P \) are less than 10, then \( Vf \leftarrow F \) and set \( s \) the index of the first frame following \( F \) in \( S \).

Repeat 2 and 3 until reach the end of \( L \). End

Now, for each measure quantity (MFCCs, LPCCs, pitch, and short-time energy), mean and variance computed from respective voiced fragments is used as a feature. That’s to say each feature vector corresponding to a voiced fragment. The final feature vector concatenates all these features including mean and variance of MFCCs (24), mean and variance of LPCCs (20), mean and variance of pitch (2), mean and variance of energy (2) into a 48-dimensional feature vector.

**IV. ENSEMBLE OF CLASSIFIERS**

**A. Component Classifiers**

In this work we use the following machine learning methods as component classifiers: SVM, GMM and ANN. SVM is primarily a method that performs classifications by constructing hyper-planes in a higher dimensional that separates cases of different class labels. In this work we have used two classes SVM.

GMM-based classifiers have shown increased attention in many pattern recognition tasks. In this paper, we use 128 Gaussians in GMM and the training is performed independently for each class. The neural network is composed of 48 neurons in the input layer, one neuron in the
output layer, and four hidden layers with 96, 48, 24, 6 neurons respectively.

**B. Ensemble Method**

We denote component binary classifier by \( \Phi(\cdot) \). The individual decisions of all classifiers in the ensemble are combined [12]:

\[
\Theta(x) = \begin{cases} 
1 & \text{if } g(\Phi_1(x), \Phi_2(x), ..., \Phi_m(x)) > 0, \\
-1 & \text{otherwise}, 
\end{cases}
\]

where \( \Theta(\cdot) \) is an ensemble classifier, \( g(\cdot, ..., \cdot) \) is a combination function that combines the outputs of all component classifiers \( \Phi_i(\cdot) \). The effectiveness of \( g(\cdot, ..., \cdot) \) decide the effectiveness of the ensemble classifier \( \Theta(\cdot) \). In this paper, we use two different \( g(\cdot, ..., \cdot) \):

- **Majority Voting (MV):**
  Majority voting is one of the simplest and most intuitive ensemble combination techniques. It is a simple decision rule where only the class labels are taken into account and the one with more votes wins. In MV, all the classifiers in the ensemble are equally weighted.

- **Fusion Classifier (FC):**
  Let \( \Phi_1(x), \Phi_2(x), ..., \Phi_m(x) \) be \( m \) different binary classifier and their outputs forms a new vector. These new vectors are used to train a new classifier which is used to fuse the outputs of all the component classifiers. In this work, a SVM is used as the fusion classifier.

In Section VI, the results of the ensemble methods are evaluated relative to the conventional classification approaches that use single classifier.

**V. REJECTION AND VERIFICATION MODULES**

In order to increase the efficiency of the system, we implement a rejection module based on confusion model and a verification module based on global similarity in the system.

The objective of rejection and verification is to improve the classification accuracy by redirecting samples with high uncertainty to a specialized classification stage. In our problem, few natural sounds share some perceptual feature with erotic sounds, such as soprano, stringed music, and so on. These similar sounds form the ambiguous set, but this set is not explicit. In order to obtain this set, we run the system without rejection module online for 48 hours, and then pick out the non-target audio tracks that the system alarmed. Confusion models are trained on this ambiguous set against the original target set. Reject classifiers are used together with recognition classifier to the features extracted from the voiced fragments. Experiments show that the rejection module improves the performance of the system.

From observation and experiments, the erotic audio always shows a quasi-periodicity in a long time section. For a long time section (e.g. 15 sec), after the voiced fragments searching and feature extraction, we find the average cosine similarity of all pairs of features in this section. This is called the long term similarity measure (LTSM) of this long time section of the audio. Statistics show that the LTSMs of erotic audio concentrate in a short interval near one, while the LTSM of nature audio has a flat distribution. So a predefined LTSM threshold will filter out part of the nature audio. In this paper, the LTSM threshold is set to be 0.65.

**VI. EXPERIMENTS**

A number of uninterrupted audio streams have been extracted from more than 50 adult movies of various kinds. These audio streams were manually segmented and the segments with typical erotic sounds were labeled “pornographic”. The “nature” data were recorded from the Internet and manually selected. In total, almost 4 hours of “pornographic” and 20 hours of “nature” audio have been used for training the component classifiers and the fusion classifier.

Three measures are used for describing the performance of the system:

- Precision: The proportion of audio data that was classified as pornographic and was indeed pornographic.
- Recall: The proportion of pornographic data, which was correctly classified as pornographic.
- False Accept Rate: The proportion of audio data that was classified as pornographic and indeed was not pornographic.

**A. Off-line Experiments and Results**

For the off-line experiment, 1152 audio files were extracted from respective video files of various formats which were recorded randomly online. These files were independent from training files. This test set was manually labeled, 106 files were pornographic ones. The experiments compare the erotic audio recognition system with individual classifiers (EAR-SVM/GMM/ANN), ensemble of classifiers with majority voting (EAR-MV) and fusion classifier (EAR-FC).

In Table I, false accept rate and recall are presented for all systems. The ensemble classifiers achieved better performance compared to most of the single component classifier results. In the case of EAR-SVM the false accept rate was improved in more than 10%; more than 4% and 6% for the EAR-ANN, 3% and 10% about for the EAR-GMM respectively on recall and false accept. For ensemble methods, EAR-FC has a better performance than EAR-MV.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Recall (%)</th>
<th>False Accept Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAR-SVM</td>
<td>84.9</td>
<td>19.3</td>
</tr>
<tr>
<td>EAR-GMM</td>
<td>70.7</td>
<td>19.0</td>
</tr>
<tr>
<td>EAR-ANN</td>
<td>69.8</td>
<td>14.9</td>
</tr>
<tr>
<td>EAR-MV</td>
<td>75.4</td>
<td>8.9</td>
</tr>
<tr>
<td>EAR-FC</td>
<td>73.5</td>
<td>2.7</td>
</tr>
</tbody>
</table>

As far as the false accept rate of the method is concerned, the best false accept rate is 2.7%, while the recall is 73.5%. In other words, for every 10 detected videos almost all are indeed adult videos, while more than 70% of the adult videos are detected. The reason for not high recall can be that the training data did not cover all kinds of the particular sound
scenes in adult videos and the classifier cannot recognize these scenes.

B. Online Experiments and Results

Due to the fact that it is impossible to check tens of thousands Internet video files, in the online experiments only the precision is used for measuring the performance. In the online experiment, rejection and verification modules are used. Results were averaged over 5 trials and every trial lasted 3 hours.

Table II presents the results among the systems with individual and ensemble classifiers in the online experiments. The table shows there is an average 12% increase for the system with ensemble classifiers. The proposed approach achieves an online precision of about 93.2% which fulfills the practical requirement.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAR-SVM</td>
<td>82.0</td>
</tr>
<tr>
<td>EAR-GMM</td>
<td>75.7</td>
</tr>
<tr>
<td>EAR-NN</td>
<td>79.1</td>
</tr>
<tr>
<td>EAR-MV</td>
<td>90.1</td>
</tr>
<tr>
<td>EAR-FC</td>
<td>93.2</td>
</tr>
</tbody>
</table>

Table II: Precisions of Online Experiments

VII. CONCLUSIONS

In order to protect children from adult videos, this paper proposes a novel and effective approach that detect adult videos. This has been taking into consideration that the feature porno-sounds in adult videos are inherently different from natural sounds. A novel unit called voiced fragments is proposed for classification. Individual classifiers are fusion classifier are trained.

The results of off-line and online experiments demonstrated that system using ensemble classifiers performs better than individual classifiers. The system achieves 93.2% precision rate in online test using ensemble classifiers with fusion classifier.
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