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Abstract—This paper proposes a new cyclic prefix (CP) based extended QR decomposition Recursive Least Squares (QRD-RLS) algorithm using block Householder transformation (HT) for adaptive channel estimation in multicarrier systems. The new method is computationally cheaper than CP exploiting correlation matrix based block RLS (CMB-RLS) adaptive channel estimation approach, and possesses desirable properties for systolic array implementation. Simulation results suggest that as compared to the CMB-RLS scheme, the new algorithm possesses superior steady state performance.
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I. INTRODUCTION

Most multicarrier systems [1]-[3] use coherent detection of data symbols, which requires reliable estimation of channel at the receiver. Channel state information is also necessary for techniques such as channel shortening [4], adaptive modulation/loading and/or power control [5]. In applications such as discrete multi-tone (DMT) xDSL [6], channel is estimated through some initial training process and retraining is required to track the channel variation. To avoid the system overhead due to retraining and thus to track the channel more efficiently, in [7], a correlation matrix based block recursive least-squares (CMB-RLS) algorithm is proposed. The algorithm takes advantage of the inherent redundancy introduced by the cyclic prefix (CP) to blindly estimate the channel. A basic problem with this approach is that it relies on computation of inverse of the correlation matrix $\Phi$ per time update, which requires $O(r^3)$ computations, where $r$ is the channel length. Obviously, in a real time system this cost can be prohibitively high with a large channel length.

In [8], Liu et al. investigated a QR decomposition recursive least squares (QRD-RLS) algorithm using block Householder transformation (HT). The work in [8] describes the block HT implementation on a systolic array and its application to RLS algorithm called systolic block HT RLS (SBHT-RLS). The problem with SBHT-RLS approach is that it does not provide access to channel weights, as its use has been limited to problem seeking an estimate of an output error signal.

In this paper, we propose a new CP based adaptive channel estimation algorithm using block HT for adaptive channel estimation in multicarrier systems. The new method can be seen as an extension of Liu’s method to find the channel explicitly through a time updating formula. The derivation of the channel updating in the new method is done by generalizing the extended QRD-RLS algorithm [9] to block RLS case. For this reason, this method will be referred to as CP based extended QRD-RLS algorithm. As compared to the CMB-RLS approach, the proposed arrangement is not only computationally efficient and amenable to systolic processors but also results in superior steady state performance.

In the rest of this paper, for clarity of presentation and uniformity, we closely follow the notation that appears in [7].

II. SYSTEM MODEL

We consider a high speed DMT data transmission system over digital subscriber lines having $m/2$ complex parallel subchannels. Let $\{s_k\}$ represent the data sequence to be transmitted over the channel. This input data is buffered to blocks, each data block is divided into $m/2$ bit streams and then mapped to quadrature amplitude modulation (QAM) constellation points $X_{i,j}, i=0,\cdots,m/2-1$ at time $k$. After $m$-point inverse fast Fourier transform (IFFT) on the $k$th DMT block $X_k=[X_{0,k},X_{1,k},\cdots,X_{m-1,k}]^T$ (here the last $m/2$ samples are just the conjugates of the first $m/2$ samples), the modulated real valued time domain signal is $x_k=[x_{0,k},x_{1,k},\cdots,x_{m-1,k}]^T$. A CP $X'(k)= [x_{-v,k},\cdots,x_{-1,k}]^T$ (where $x_{-i,k}=x_{m-1,k}$ and $i=1,\cdots,v$) is then appended in front of $x_k$ before transmission through the channel having impulse response $h=[h_0,h_1,\ldots,h_v]^T$ of length $r=v+1$. At the receiver, the prefix part $y'(k)=[y_{-v,k},\cdots,y_{-1,k}]^T$ is removed.

The relationship between prefix part $y'(k)$ and the transmitted signal may be expressed as [7]:

$$y'(k) = A_k h + b'(k), \quad (1)$$

where

$$A_k = \begin{bmatrix}
  x_{-v,k} & x_{m-1,k} & \cdots & x_{m-v,k}
  \\
  \vdots & \vdots & \ddots & \vdots
  \\
  x_{-1,k} & \cdots & x_{-v,k} & x_{m-1,k}
\end{bmatrix}$$
\[ n^{(f)}_i = [n_{-1, k}, \ldots, n_{-m, k}]^T \] and \( n_{-k} \sim N(0, \sigma^2) \) is the channel noise.

After the FFT operation on \( y_k = [y_{0, k}, y_{1, k}, \ldots, y_{n-1, k}]^T \), the demodulated signal is \( Y_k = [Y_{0, k}, Y_{1, k}, \ldots, Y_{n-1, k}]^T \). The CP removes inter-block-interference (IBI) between \( X_k \)'s. The received symbols can thus be written as:

\[ Y_{i,k} = X_{i,k} H_i + N_{i,k}, \quad i = 0, \ldots, m-1, \quad (2) \]

where \( H_i = \sum_{i=0}^{m-1} h_i e^{-j(2\pi i / m)} \) is the channel frequency response and \( N_{i,k} = (1/\sqrt{m}) \sum_{i=0}^{m-1} n_i e^{-j(2\pi i / m)} \sim N(0, \sigma^2) \) is the noise of the \( i \)-th subchannel.

To get the estimation of \( X_{i,k} \) from \( Y_{i,k} \), a one tap minimum-mean-square-error (MMSE) equalizer \( w_i = (\Gamma_i^T H_i) / (\Gamma_i^T H_i^2 + \sigma^2) \) (where \( i = 0, \ldots, m-1 \) and \( \Gamma_i = E[X_{i,k}]^T \)) is then employed at the \( k \)-th channel. The estimated data is then \( \hat{X}_{i,k} = Y_{i,k} w_i \). The decision is then made on \( \hat{X}_{i,k} \) to get the final output \( \hat{Y}_{i,k} = q(\hat{X}_{i,k}) \), where \( q(\cdot) \) is the decision operation.

III. CP BASED EXTENDED QRD-RLS ALGORITHM USING BLOCK HOUSEHOLDER TRANSFORMATION

Based on the CP data model (1), we define \( m \times r \) weighted data matrix and the \( m \times 1 \) weighted received vector in a recursive manner as

\[ \hat{A}_k = \Lambda \hat{A}_{k-(n-1)} \hat{A}_{k-n} \cdots \hat{A}_{k} = \left[ \begin{array}{c} \hat{A}_{k-(n-1)}^T \\ \hat{A}_{k-n}^T \\ \vdots \\ \hat{A}_{k}^T \end{array} \right], \quad (3) \]

\[ y^{(f)}_{k} = \Lambda y^{(f)}_{k-(n-1)} \cdots y^{(f)}_{k-n} \cdots y^{(f)}_{k} = \left[ \begin{array}{c} \hat{y}^{(f)}_{k-(n-1)}^T \\ \hat{y}^{(f)}_{k-n}^T \\ \vdots \\ \hat{y}^{(f)}_{k}^T \end{array} \right], \quad (4) \]

where \( \Lambda \) is an \( m \times m \) block-diagonal forgetting matrix of the form

\[ \Lambda = \left[ \begin{array}{cccc} a^{2} I_{m} & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & a^{2} I_{m} & 0 \\ 0 & \cdots & 0 & I_{m} \end{array} \right]. \]

(5)

with forgetting factor across blocks \( 0 < a \leq 1 \). Suppose that at \((k-1)\)th update we have QRD:

\[ Q_{k-1} \hat{A}_{k-1} = \left[ \begin{array}{c} R_{k-1} \\ 0 \end{array} \right], \quad (6) \]

where \( Q_{k-1} \) is an \((n-1)\times(n-1)\) orthogonal matrix and \( R_{k-1} \) is a \( r \times r \) upper triangular matrix.

Now by denoting \( \overline{Q}_{k-1} = \left[ \begin{array}{cc} Q_{k-1} & 0 \\ 0 & I_{r} \end{array} \right] \), we then have

\[ \overline{Q}_{k-1} \hat{A}_{k} = \left[ \begin{array}{c} R_{k} \\ 0 \end{array} \right]. \quad (7) \]

\[ A \]

A \( n \times n \) Householder transformations matrix \( T \) is of the form \( T = I_{n} - \beta v v^T \), where \( \beta = 2/\|v\|^2 v = 2/\|v\|^2 \). When a vector \( x = [x_1, x_2, \ldots, x_n]^T \) is multiplied by \( T \), it is reflected in the hyper plane defined by \( \text{span} \{v\} \). Choosing \( v = x \pm \|x\|e_1 \), where \( e_1 = [1, 0, 0, \ldots, 0]^T \), then \( x \) is reflected onto \( e_1 \) by \( T \) as \( Tx = \pm \|x\|e_1 \).

A series of Householder transformations are then used to zero out \( A_k \) in the right hand side of (7). Let \( \hat{H}_k = H^{(i)}_k \hat{H}^{(i-1)}_k \cdots H^{(1)}_k \) (a sequence of \( r \)-ordered matrix multiplications), where \( H^{(i)}_k \) denotes the \( i \)-th Householder transformation matrix (which zeros out \( i \)-th column of updated \( A_k \)) given as

\[ H^{(i)}_k = \left[ \begin{array}{cc} H^{(i,1)}_{k,11} & 0 \\ 0 & I_{n-3m-r} \end{array} \right], \quad (8) \]

where \( H^{(i,1)}_{k,11} \) is \( r \times r \) identity matrix except for the \( i \)-th diagonal entry; \( H^{(i,1)}_{k,12} \) is \( r \times r \) zero matrix except for the \( i \)-th row; \( H^{(i,2)}_{k,12} = H^{(i,1)}_{k,12} \hat{H}^{(i,2)}_{k,22} \) and is a symmetric \( v \times v \) matrix.

It is thus we have \( H_k \overline{Q}_{k-1} \hat{A}_k = \left[ \begin{array}{c} R_k \\ 0 \end{array} \right] \) and \( Q_k = H_k \overline{Q}_{k-1} \).

Now with

\[ Q_k \left[ \hat{A}_k \hat{y}^{(f)}_k \right] = \left[ \begin{array}{c} R_k \\ 0 \end{array} \right], \quad (9) \]

where \( u_k \) is \( r \times 1 \) and \( v_k \) is \((n-r) \times 1 \) vectors.

The matrix \( \hat{A}_k \) can be uniquely QR factorized only if it is full column rank (i.e., rank \( \hat{A}_{k-1} = r \)). To satisfy this requirement the minimum number of rows in \( \hat{A}_{k-1} \) must be at least large as the number of columns. To satisfy this requirement and thus to reduce the number of received blocks needed, in Step (9) above, we set

\[ \hat{A}_k = \left[ \begin{array}{c} a^{2} R_{k-1} \\ \hat{A}_{k-1} \end{array} \right] \hat{y}^{(f)}_k = \Lambda \left[ \begin{array}{c} \hat{y}^{(f)}_{k-1} \end{array} \right], \quad \hat{y}^{(f)}_{k-1} (v) = y_{-1,k-2} \]

Now, by combining the first column of (9) and a new column, we construct the formula:
\[ Q_i \begin{bmatrix} \mathbf{R}_d^T \sqrt{2} & \sqrt{2} \mathbf{R}_d \end{bmatrix} = \begin{bmatrix} \mathbf{R}_k^T & \mathbf{R}_d \end{bmatrix} \mathbf{U}_k. \tag{10} \]

We define a lemma, known as the matrix factorization lemma [10] that is very elegant tool in the development of QRD-RLS algorithms.

**Lemma 1.** If \( \mathbf{A} \) and \( \mathbf{B} \) are any two \( N \times N \) unitary matrix \( \mathbf{Q} \) such that

\[ \mathbf{A}^T \mathbf{A} = \mathbf{B}^T \mathbf{B}. \tag{11} \]

if and only if there exists an \( N \times N \) unitary matrix \( \mathbf{Q} \) such that

\[ \mathbf{Q} \mathbf{A} = \mathbf{B}. \tag{12} \]

Applying Lemma 1 to (10), we obtain

\[ \mathbf{R}_d^T \mathbf{R}_d^T = \mathbf{R}_d^T \mathbf{R}_d^T + \mathbf{I}. \tag{13} \]

This shows that \( \mathbf{R}_d^T \mathbf{R}_d \) obtained is the correct inverse transposition of \( \mathbf{R}_d^T \) and can be updated by using the same orthonormal transformation \( \mathbf{Q}_i \).

Next, we combine the second column of (9) and the new column to construct the formula:

\[ \mathbf{Q}_i \begin{bmatrix} \mathbf{R}_d^T \sqrt{2} & \sqrt{2} \mathbf{R}_d \end{bmatrix} = \begin{bmatrix} \mathbf{R}_k^T & \mathbf{R}_d \end{bmatrix} \mathbf{U}_k \mathbf{v}_k. \tag{14} \]

Now by applying Lemma 1 to (14) yields

\[ \mathbf{R}_d^T \mathbf{u}_k + \mathbf{U}_k \mathbf{v}_k = \mathbf{R}_d^T \mathbf{u}_k. \tag{15} \]

From (15), we establish a simple recursion to compute the channel vector

\[ \mathbf{h}_k = \mathbf{h}_{k-1} - \mathbf{U}_k \mathbf{v}_k. \tag{16} \]

Based upon the above discussion, the new algorithm is formulated in Table I. The algorithm is initialized in a training mode, the algorithm then switches to a decision directed mode for channel tracking. Note that, in Step 1, based on the previous channel estimate \( \mathbf{h}_{k-1} \), the previous frequency response \( \mathbf{H}_{k-1} = [\mathbf{H}_{0,k-1}, \mathbf{H}_{1,k-1}, \ldots, \mathbf{H}_{N-1,k-1}] \) is computed. In Step 2, \( \mathbf{H}_{k-1} \) is then used to compute equalization coefficients. The decision directed data vector \( \mathbf{X}_k \) is then computed in Step 3. In Step 4, symbol estimates are projected onto the finite alphabet (FA), and the estimated transmitted CP data \( \mathbf{X}_k \) is obtained by performing partial FFT on the decision-directed projected samples \( \mathbf{X}_k \). In Step 5 through 7, the new channel estimate is then obtained by the algorithm, by treating the resulting symbol estimates as the known symbols. The process of alternating between channel and symbol estimation steps is applied repeatedly.

The CP based CMB-RLS and extended QRD-RLS algorithms are similar in the CP estimation part (i.e., steps 1 through 4). The CMB-RLS channel estimation stage requires \( O(r^3) \) computations to update \( \mathbf{h} \). In contrast it is possible to implement extended QRD-RLS channel estimation part with \( O(r^3) \) operations per time update. The proposed algorithm is thus computationally superior than the CMB-RLS algorithm.

The detection part of the proposed algorithm (comprising of steps 1 through 4) is standard complaint for which many efficient systolic array architectures have been proposed. Adaptive filtering part (comprising of steps 5 through 7) can be easily realized on a rhombic systolic array to achieve massive parallel processing with vector operations.

**TABLE I:** CP based extended QRD-RLS algorithm using Block Householder Transformations

<table>
<thead>
<tr>
<th>Input: ( y_k ), ( y_k^{(f)} ), ( y_k^{(t)} ) and ( y_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known parameters: ( \Gamma_k ) and ( \sigma_k )</td>
</tr>
<tr>
<td>Selecting parameters: ( \lambda ) with ( 0 &lt; \lambda &lt; 1 )</td>
</tr>
<tr>
<td><strong>Initialization:</strong> ( k = 0 ), an initial training process is used to initialize ( \hat{h}_k )</td>
</tr>
<tr>
<td><strong>Algorithm:</strong> ( k = 1, 2, 3, \ldots )</td>
</tr>
</tbody>
</table>

1. \( \mathbf{H}_{k-1} = (1/\sqrt{m}) \sum_{i=0}^{m-1} \mathbf{y}_{k,i-1} e^{-j(2\pi i)/m}, i = 0, \ldots, m - 1 \)
2. \( x_{k,i} = (1/\sqrt{m}) \sum_{i=0}^{m-1} x_{k,i} e^{-j(2\pi i)/m}, i = 0, \ldots, m - 1 \)
3. \( \mathbf{x}_{k} = \mathbf{y}_{k} \mathbf{w}_{k-1}, k = 1, \ldots, m - 1 \)
4. \( \mathbf{x}_{k} = (1/\sqrt{m}) \sum_{i=0}^{m-1} \mathbf{x}_{k,i} e^{-j(2\pi i)/m}, i = 0, \ldots, m - 1 \)
5. \( \mathbf{A}_k = \left[ \begin{array}{c} \sqrt{\mathbf{H}_{k-1}} \mathbf{A}_k \\ \mathbf{B}_k \end{array} \right], \mathbf{B}_k = \left[ \begin{array}{c} \mathbf{R}_{k,T} \sqrt{\mathbf{X}_k} \\ \mathbf{D}_k \end{array} \right], \mathbf{D}_k = \left[ \begin{array}{c} \mathbf{R}_{k,T} \mathbf{u}_k \\ \mathbf{U}_k \end{array} \right] \)
6. \( \mathbf{h}_k = \mathbf{A}_k \mathbf{B}_k \mathbf{v}_k \)

**TABLE II:** Static FIR channel models

<table>
<thead>
<tr>
<th>Tap #</th>
<th>Channel A</th>
<th>Channel B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.31220</td>
<td>0.53120</td>
</tr>
<tr>
<td>1</td>
<td>0.65010</td>
<td>1.90100</td>
</tr>
<tr>
<td>2</td>
<td>0.20560</td>
<td>0.00705</td>
</tr>
<tr>
<td>3</td>
<td>0.27540</td>
<td>0.975-40</td>
</tr>
<tr>
<td>4</td>
<td>0.15670</td>
<td>0.01568</td>
</tr>
</tbody>
</table>

Fig. 1. Frequency responses of FIR channels.
IV. SIMULATION RESULTS

In this section, performance of the proposed algorithm is compared with the CMB-RLS algorithm in a typical DMT environment. The system has FFT size $m = 52$, the CP length $v = 4$, $\mu_1 = 0.7$, $\mu_2 = 1$, SR = 30 dB and constellation was set to 4-QAM. The performance is evaluated by averaged mean-square-error (MSE) per subchannel

$$\text{err} = \sum_{i=1}^{U} \frac{\|X_i - \hat{X}_i\|^2}{|U|},$$

where $U$ is the set of indexes corresponding to the $U$ used subchannels and $|U|$ is the number of all the used subchannels. The transmit power of all used subchannels is same (i.e., $\sigma_i^2 = \sigma^2$). The two static finite impulse response (FIR) test channels used in simulation example are listed in Table II, whereas, corresponding frequency responses are shown in Fig. 1. Only the first DMT symbol was sent as pure training sequence to identify the initial channel $h_0$ for fast convergence.

The learning curves of the two algorithms are plotted in Fig. 2. Initially, the channel is having impulse response of Channel A, which remains unchanged for the first 250 data blocks. At data block 251, the channel impulse response switches to Channel B. It can be seen from Fig. 2 that both the algorithms are able to converge and track the channel variation. Notice that initial convergence of the extended QRD-RLS algorithm is similar to the CMB-RLS algorithm, however, its estimation quality improves with time and the algorithm outperforms CMB-RLS approach in terms of the steady state error performance.

V. CONCLUSION

This paper has presented a new CP based extended QRD-RLS algorithm using block Householder transformations for channel tracking in multicarrier systems. Compared to the CP based CMB-RLS algorithm described in [7], which requires $O(x^3)$ computations in the channel estimation part, the proposed algorithm involves $O(r^2)$ computations. Simulation results show that the new algorithm shows better steady state performance than its counterpart in a floating-point representation. The algorithm can be efficiently executed on systolic arrays. It is therefore very promising for very-large scale integration (VLSI) systolic implementation.
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