A Pseudorandom Number Generator with KECCAK Hash Function

A. Gholipour and S. Mirzakuchaki

Abstract—This paper presents a pseudorandom generation algorithm, which is based on the KECCAK hash function and can pass the random test of the NIST (National Institute of Standards and Technology) Statistical Test Suite. Its security shows that it can be utilized to generate pseudorandom bit sequences, which the experimental results show the KECCAK hash function has excellent pseudo randomness.
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I. INTRODUCTION

The security of many cryptographic mechanisms that are used in TCPA depends upon the generation of unpredictable quantities [1]. Example include the primes in the RSA encryption and digital signature schemes, the secret key in the DES and 3DES encryption algorithms, and the nonce used in challenge-response integrity-checking system. In all these cases, the quantities generated must be of sufficient size and be random in the sense that the probability of any particular value being selected must be sufficiently small to preclude an adversary from gaining advantage through optimizing a search strategy based on such probability.

Ideally, secrets required in cryptographic algorithms and protocols should be generated with a true random bit generator[2]. However, the generation of random bits is an inefficient procedure in most practical environments. Moreover, it may be impractical to securely store and transmit a large number of random bits if these are required in application such as the on-time pad. In such situations, substituting a random bit generator with a pseudo-random bit generator can ameliorate the problem.

A pseudo random bit generator is a deterministic algorithm which, given a binary sequence of length k, outputs a binary sequence of length l>=k which “appears” to be random. The input of the generator is called a pseudo random bit sequence.

Pseudo random bit generation can use a hash function f by first selecting a random seed s and then applying the function to the sequence of values s+1, s+2, ... . The output sequence is f(s), f(s+1), f(s+2)... Depending on the properties of the one-way function used, it may be necessary to keep only a few bit of the output values f(s+i) in order to remove possible correlation between successive values [3].

 probably the most popular hash functions in use today are MD5 and SHA-x algorithms. However, recent cryptanalytic advances have shown weaknesses that allow collisions to be computed for these hash functions much faster than by brute force [4-6]. Consequently, some pseudorandom number generators based on hash functions, which have been standardized by NIST (National Institute of Standards and Technology) in the U.S. are no longer secure.

Following the weakening of the widely-used SHA-1 hash algorithm and concerns over the similarly-structured algorithms of the SHA-2 family, the NIST has set up the SHA-3 competition with the goal of identifying one (or more) modern hash functions which can act as a drop in replacement for the SHA-2 family[7].

KECCAK hash function is one of these candidates accepted by NIST for the SHA-3 hash function competition. In this paper we present a new pseudorandom number generator based on the KECCAK hash function.

II. KECCAK ALGORITHM DESCRIPTION

KECCAK is a family of hash functions that are based on the sponge construction and use as a building block a permutation from a set of 7 permutations. These KECCAK permutations, indicated by KECCAK-f[b], where b = 25x2^l and l ranges from 0 to 6. KECCAK-f[b] is a permutation over S ∈ Z_2^l, where the bits of s are numbered from 0 to b - 1. b is the width of the permutation. These KECCAK-f permutations are iterated constructions consisting of a sequence of almost identical rounds. The number of rounds nr depends on the permutation width, and is given by n_r = 12 + 2l , where 2l = b / 25 . This gives 24 rounds for KECCAK-f[1600].

The KECCAK Hash function produces a final digest message of 256 bits, which is dependent on the input message, composed of multiple blocks of 1024 bits each. The input message block is XORed onto a part of the current state and the result is passed through the KECCAK-f permutation. The KECCAK algorithm consists of 3 stages: (i) initialization and padding; (ii) absorbing phase; and (iii) squeezing phase. A pseudo code for this algorithm is depicted below[8,9].

\textbf{KECCAK[r, c, d](M)}

- Initialization and padding
  \[ S[x, y] = 0 \quad \forall (x, y) \quad \text{in} \quad (0..4,0..4) \]
  \[ P = M \| 0x01 || \text{byte}(d) || \text{byte}(r/8) || 0x01 \| \]
  \[ ... \| 0x00 \]
- Absorbing phase
  \textit{for every block } P_i \textit{ in } P
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\[ S[x,y] = S[x,y] \oplus P_r[x+5y], \]
\[ \forall (x,y) \text{ such that } x+5y < r/w \]
\[ S = KECCAK-f[r+c](S) \]
- **Squeezing phase**

**While output is requested**

\[ Z = Z \parallel S[x,y], \]
\[ \forall (x,y) \text{ such that } x+5y < r/w \]
\[ S = KECCAK-f[r+c](S) \]

**Return** \( Z \)

The state is logically grouped into a 5×5 matrix of 64-bit words. The KECCAK-f permutation consists of 24 rounds, which are identical except for the addition of a round-dependent constant. Each round has five steps (θ, ρ, π, χ and τ), which feature simple logical operations and permutations of the state bits. The initial state is all zero and in each round the introduced data is mixed with the current state.

\[
R = t \circ \varnothing \circ o \circ \pi \circ \rho \circ \Theta \\
\theta : \quad C[x] = A[x,0] \oplus A[x,1] \oplus A[x,2] \oplus A[x,3] \oplus A[x,4] \quad \forall x \text{ in } 0...4 \]
\[
D[x] = C[x-1] \oplus \text{ROT}(C[x+1],1) \quad \forall x \text{ in } 0...4 \]
\[
A[x,y] = A[x,y] \oplus D[x] \quad \forall (x,y) \text{in } (0...4,0...4) \]
\[
\rho : \quad A[x,y] = \text{ROT}(a[x,y],r(x,y)) \]
\[
\pi : \quad A[X,Y] = a[x,y] \]
\[
\chi : \quad A[x,y] = B[x,y] \oplus (\text{NOT } B[x+1,y]) \]
\[
\text{AND } B[x+2,y]) \quad \forall (x,y) \text{in } (0...4,0...4) \]
\[
\tau : \quad A[0,0] = A[0,0] \oplus RC \]

The constants \( r(x,y) \) are the cyclic shift offsets and are specified in the following table. The constants \( RC[i] \) are the round constants. The following table specifies their values in hexadecimal notation for lane size 64 and shown in table II.

### III. Pseudorandom Bit Generation

The proposed pseudo-random number generator is based on the following elements [10]:

1. An initial seed \( s \) consisting of a k-bit string
2. A basic function \( B \) to obtain a k-bit string from another k-bit string
3. A (non-cryptographic) hash function \( H \)

We use the KECCAK as a one-way function \( H \) and use it to generate pseudorandom bit sequences by first selecting a random seed \( s \), and then applying the function to the sequence of values \( s, s+1, s+2, \ldots \), and the output sequence is \( H(s), H(s + 1), H(s + 2), \ldots \). We use the KECCAK-\( f \)[1600] which the number of its input is 1024 bit and the output is 256.

The algorithm for generating pseudorandom bit sequences similar to the FIPS 186 one-way function using SHA-1 and shown below [11]:

**Algorithm 1:** Pseudorandom bit generator for KECCAK

**INPUT:** a 256-bit string Seed

**OUTPUT:** a 256L-bit string denoted \( H_0(\text{seed}), \ldots, H_L(\text{seed}) \)

1. Pad Seed with KECCAK’s padding method to obtain a 1024-bit message block \( t \).
2. Break up \( t \) into 64 bit blocks: \( m_1 || m_2 || \ldots || m_{16} \).
3. Execute KECCAK’s absorbing phase.
4. Go to step 1.
5. The output is \( H_0(\text{seed}), \ldots, H_L(\text{seed}) \)

### IV. Statistical Tests

Various statistical tests can be applied to a sequence to attempt to compare and evaluate the sequence to a truly random sequence. Randomness is a probabilistic property; that is, the properties of a random sequence can be characterized and described in terms of probability. The likely outcome of statistical tests, when applied to a truly
random sequence, is known a priori and can be described in probabilistic terms. There are an infinite number of possible statistical tests, each assessing the presence or absence of a “pattern” which, if detected, would indicate that the sequence is nonrandom. Because there are so many tests for judging whether a sequence is random or not, no specific finite set of tests is deemed “complete.” In addition, the results of statistical testing must be interpreted with some care and caution to avoid incorrect conclusions about a specific generator.

A statistical test is formulated to test a specific null hypothesis (H0). For the purpose of this document, the null hypothesis under test is that the sequence being tested is random.

Each test is based on a calculated test statistic value, which is a function of the data. If the test statistic value is S and the critical value is t, then the Type I error probability is \( P(S > t | \text{Ho is true}) = P(\text{reject Ho | Ho is true}) \), and the Type II error probability is \( P(S \leq t | \text{Ho is false}) = P(\text{accept Ho | Ho is false}) \). The test statistic is used to calculate a P-value that summarizes the strength of the evidence against the null hypothesis. For these tests, each P-value is the probability that a perfect random number generator would have produced a sequence less random than the sequence that was tested, given the kind of non-randomness assessed by the test. If a P-value for a test is determined to be equal to 1, then the sequence appears to have perfect randomness. A P-value of zero indicates that the sequence is completely non-random. A significance level (\( \alpha \)) can be chosen for the tests. If P-value \( \geq \alpha \), then the null hypothesis is accepted; i.e., the sequence appears to be random. If P-value \(< \alpha \), then the null hypothesis is rejected; i.e., the sequence appears to be non-random. The parameter \( \alpha \) denotes the probability of the Type I error. Typically, \( \alpha \) is chosen in the range [0.001, 0.01].

According to Algorithm 1, we generate 150 Mb of data file. This file can be independently examined by the NIST Statistical Test Suite, and test results are shown in Table III [12].

The minimum pass rate for each statistical test with the exception of the random excursion (variant) test is approximately = 64 for a sample size = 100 binary sequences. The minimum pass rate for the random excursion (variant) test is approximately = 96 for a sample size = 68 binary sequences.

As seen all the random test outputs are in the dedicated interval and therefore, we can conclude that the data file sequence is random.

### V. CONCLUSION

In this paper we discussed about an algorithm for a pseudorandom number generator, which is based on the KECCAK hash function and can pass random test of the NIST Statistical Test Suite and ENT random test. The experimental results show the KECCAK hash function has excellent pseudo randomness, and its security shows that it can be utilized to generate pseudorandom bit sequences.
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