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I. INTRODUCTION

Cancer is one of the most serious health problems in the world field. The mortality rate of lung cancer is the highest among all other types of cancer. Lung cancer is one of the most serious cancers in the world, with the smallest survival rate after the diagnosis, with a gradual increase in the number of deaths every year. Survival from lung cancer is directly related to its growth at its detection time. The earlier the detection is, the higher the chances of successful treatment are. An estimated 85% of lung cancer cases in males and 75% in females are caused by cigarette smoking [1]. In 2005, approximately 1,372,910 new cancer cases are expected and about 570,280 cancer deaths are expected to occur in the United States. It is estimated that there will be 163,510 deaths from lung cancer, which forms 29% of all cancer deaths. The overall survival rate for all types of cancer is 63%. Although surgery, radiation therapy, and chemotherapy have been used in the treatment of lung cancer, the five year survival rate for all stages combined is only 14%. This has not changed in the past three decades [2]. The purpose of this paper is to develop a CAD system for early detection of lung cancer based on an automatic diagnosis of the lung regions included in chest CT images. The difficulties for detecting lung nodules in radiographs are below:

- Nodule sizes are varying widely: Commonly a nodule diameter can take any value between a few millimeters up to several centimeters.
- Nodules exhibit a large variation in density – and hence visibility on a radiograph – some nodules are Only slightly denser than the surrounding lung tissue, While the densest ones are calcified.
- As nodules can appear anywhere in the lung field, they can be obscured by ribs, and structures beneath the diaphragm, resulting in a large variation of contrast to the background. To overcome these problems, the author proposed a Computer Aided Diagnosing (CAD) system for Detection of lung nodules. This system consists of five main steps, as shown in Figure 1. In this paper we apply the different image processing techniques such as Erosion, Wiener Filter, Dilation, Lung Border Extraction, thresholding, region growing, edge detection, ridge detection, morphological operations, fitting of geometrical models or functions and dynamic programming for extraction of lung region. Then segmentation algorithm is applied. [10]

II. PRESENT WORK

Ginneken [3] has classify the lung regions extraction approaches into two different categories; either rule-based or pixel classification based category. Most of the proposed approaches belong to rule-based category [4-5], where a sequence of steps, tests and rules are used in the extraction process. Techniques employed are (local) thresholding, region growing, edge detection, and ridge detection, morphological operations, fitting of geometrical models or functions and dynamic programming. On the other hand,
there is another approach used in lung regions extraction process based on pixel classifications, where each pixel in the CT image is classified into an anatomical class (usually lung or background, but in some cases more classes such as heart, mediastinum, and diaphragm). Classifiers are various types of neural networks, or markov random field modeling, trained with a variety of local features including intensity, location, and texture measures [3]. CADs can be divided into two groups [6]: density-based and model-based approaches. Considering the fact that lung nodules have relatively higher densities than those of lung parenchyma, density-based detection methods employ techniques such as multiple thresholding, region-growing, locally adaptive thresholding in combination with region growing, opening and closing, using the histogram, the top 20% gray values considered as initial cancerous candidate regions, using the histogram the normal tissues are removed, then elliptical-shaped regions, which is in general represent abnormalities, are detected, and fuzzy clustering used to identify nodule candidates in the lungs. False-positive results can then be reduced from the detected nodule candidates by employing a priori knowledge of small lung nodules. For the model-based detection approaches, the relatively compact shape of a small lung nodule is taken into account while establishing the models to identify nodules in the lungs. Techniques such as Morphological filter and the anatomy based generic model have been proposed to identify sphere shaped small nodules in the lung. Nodule candidates are detected using template matching or a modified Hough transform in which edge pixels vote for circles that could cause these edges. After getting the segmentation results, different features should be extracted to be used in the diagnosis phase where sets of rules are formulated to distinguish between true and false cancerous candidates. Different features were extracted in different papers depending on the methods used by the authors in the diagnosis phase. In some approaches uniformity, connectivity, and position features were extracted [7]. In [5] the features such as size, circularity, and mean brightness of region of interests (ROIs) were extracted. Area, thickness, circularity, intensity, variance, localization, and distance from the lung wall are the extracted features in [4]. The underlying idea of developing a CAD system is not to delegate the diagnosis to a machine, but rather that a machine algorithm acts as a support to the radiologist and points out locations of suspicious objects, so that the overall sensitivity is raised. CAD systems meet four main objectives, which are improving the quality and accuracy of diagnosis, increasing therapy success by early detection of cancer, avoiding unnecessary biopsies and reducing radiologist interpretation time. [16,17].

III. LUNG CT IMAGE

The lung CT images having low noise when compared to scan image and MRI image. So we can take the CT images for detecting the lungs. The main advantage of the computer tomography image is its better clarity, low noise and distortion. The mean and Variance can be easily calculated. The calculated value is very closer to the original value.

As we can in (Fig. 2), a typical lung CT consists of the following components:
1. The two lungs (left and right)
2. A cross section of a vertebra
3. Bone, only for the sections where a cross section of the ribs was present, for the slices taken at the intercostals spaces, bone part in the CT will not appear.
4. Sternum, similar to bone, sternum is present only in the top CT slices of the thorax.
5. Trachea, a big hole that varies in size along the CT slices of the thorax, and diminishes completely when the trachea branches to the two bronchi.
6. Mediastinum, which is the part in the thorax that contains the heart and is bound by the sternum from the front and spinal cord from the back.
7. Fat and muscle.
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Fig. 1. Block diagram representation of diagnosis procedure.

Fig. 2. The Lung CT Image

IV. PREPROCESSING

Preprocessing is the initial step for detecting the lung cancer. In preprocessing step we have done two steps. They are: 1. Denoising; 2. Wiener Filter

A. Denoising

Image denoising algorithm may be mostly used in image processing. Many methods, regardless of implementation, share the same basic idea noise reduction through image blurring. Blurring can be done locally, as in the Gaussian smoothing model or in anisotropic filtering by calculating the variations of an image. White noise is one of the most common problems in image processing. Even a high resolution photo is bound to have some noise in it. For a high resolution photo a simple box blur may be sufficient, because even a tiny features like eyelashes or cloth texture will be represented by a large group of pixels. However, current DirectX 10 class hardware allows us to implement high
quality filters that run at acceptable frame rates. The main idea of any neighborhood filter is to calculate pixel weights depending on how similar their colors are. We describe two such methods: the K Nearest Neighbors and Weiner filters. The input image is a normal RGB image. The RGB image is converted into grey scale image because the RGB format is not supported in Matlab. Then the grey scale image contains noises such as white noise, salt and pepper noise etc. This can be removed by using wiener filter from the extracted lung image.

B. Wiener Filter

The goal of the Wiener filter is to filter out noise that has corrupted a signal. It is based on a statistical approach. Typical filters are designed for a desired frequency response. However, the design of the Wiener filter takes a different approach. One is assumed to have knowledge of the spectral properties of the original signal and the noise, and one seeks the linear time-invariant filter whose output would come as close to the original signal as possible. [20] Wiener filters are characterized by the following:

1. Assumption: signal and (additive) noise are stationary linear stochastic processes with known spectral characteristics or known autocorrelation and cross-correlation
2. Requirement: the filter must be physically realizable/causal (this requirement can be dropped, resulting in a non-causal solution)
3. Performance criterion: minimum mean-square error (MMSE)

The orthogonality principle implies that the Wiener filter in Fourier domain can be expressed as follows:

\[ W(f_1, f_2) = \frac{H^*(f_1, f_2)S_{xx}(f_1, f_2)}{H(f_1, f_2)^*S_{xx}(f_1, f_2) + S_{yy}(f_1, f_2)} \]  (1)

where \( S_{xx}(f_1, f_2) \), \( S_{yy}(f_1, f_2) \) respectively are power spectra of the original image and the additive noise and \( H(f_1, f_2) \) is the blurring filter. It is easy to see that the Wiener filter has two separate parts, an inverse filtering part and a noise smoothing part. It not only performs the deconvolution by inverse filtering (high pass filtering) but also removes the noise with a compression operation (low pass filtering).

Implementation: To implement the Wiener filter in practice we have to estimate the power spectra of the original image and the additive noise. For white additive noise the power spectrum is equal to the variance of the noise. To estimate the power spectrum of the original image many methods can be used. A direct estimate is the periodogram estimate of the power spectrum computed from the observation:

\[ S_{yy}^{\text{per}} = \frac{1}{N^2} |Y(k,l)Y(k,l)^*| \]  (2)

where \( Y(k,l) \) is the DFT of the observation. The advantage of the estimate is that it can be implemented very easily without worrying about the singularity of the inverse filtering. Another estimate which leads to a cascade implementation of the inverse filtering and the noise smoothing is

\[ S_{\alpha} = \frac{S_{yy}^{\text{per}} - S_{yy}}{|H|^2} \]  (3)

which is a straightforward result of the fact: The power spectrum can be estimated directly from the observation using the periodogram estimate. This estimate results in a cascade implementation of inverse filtering and noise smoothing:

\[ W = \frac{1}{H} \frac{S_{yy}^{\text{per}} - S_{yy}}{S_{yy}} \]  (4)

V. EXTRACTING LUNG REGION

It is often important to separate regions or objects of interest from other parts of the image. Methods for performing segmentations vary widely depending on the specific application, Imaging modality, and other factors. For example in some applications it may be useful to classify image pixels into anatomical regions, such as bones, muscles, and blood vessels, while in others into pathological regions, such as cancer, tissue deformities and multiple sclerosis lesions. The purpose of the segmentation of the lung region in the CT image is to achieve a better orientation in the image. It starts by applying the image slicing algorithm to each DICOM CT image of the raw data. The resulting binary images are then analyzed to choose among them the best image that may help in extracting the lung regions from the raw CT-image data with a certain degree of accuracy and sharpness. To refine the chosen image, other techniques were used for different purposes in a sequence of steps. Erosion, median filter and dilation steps aim to eliminate irrelevant details that may add extra difficulties to the lung border extraction process. The outlining step aims to extract the structure’s borders. The lung border extraction step aims at separating lung structure from all other uninteresting structures.[11]

VI. SEGMENTING EXTRACTED LUNG NODULE

The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images. More precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share certain visual characteristics [8]. The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image (edge detection). Each of the pixels in a region is similar with respect to some characteristic or computed property, such as color, intensity, or texture. Adjacent regions are significantly different with respect to the same characteristic(s). We has done this using edge detection and steps for it are:

1. Edge is a set of connected pixels that lie on the boundary between two regions.
2. Edges are detected by Sobel Methods.
3. We choose Sobel method because of its Accuracy.

Sobel Edge Detection Method

1. Convolve the image \( g(r, c) \) to get smooth Image.
2. Bring the image in frequency domain either by using Harr wavelet or by using convolution.
3. Give the upper and lower threshold values to Find the edges and the others are discarded.
VII. FEATURE EXTRACTION

The Image features Extraction stage is very important in our working in image processing techniques which using algorithms and techniques to detect and isolate various desired portions or shapes (features) of an image. After the segmentation is performed on lung region, the features can be obtained from it and the diagnosis rule can be designed to exactly detect the cancer nodules in the lungs. This diagnosis rules can eliminate the false detection of cancer nodules resulted in segmentation and provides better diagnosis. In the literature we found among the features used in the diagnostic indicators.

- Area of the interest
-Calcification
-Shape and
-Size of nodule
-Contrast Enhancement

Similarly, we experimentally found the above texture features suitable to achieve accurate diagnosis. As a matter of fact, the first feature (the area of the candidate region or object) is used to:

- Eliminate isolated pixels (seen as noise in the segmented image).
- Eliminate very small candidate object (Area is less than a thresholding value).

The use of this feature usually eliminates a good number of extra candidate regions that do not have a chance to form a nodule; furthermore its use tends to reduce the computation time needed in the next diagnostic steps. The 2nd feature is calcification in which we Diffuse, central, laminated or popcorn calcifications are benign patterns of calcification.

These types of calcification are seen in granulomatous disease and hematomas.

All other patterns of calcification should not be regarded as a sign of benignity. The exception to the rule above is when patients are known to have a primary tumor. For instance the diffuse calcification pattern can be seen in patients with osteosarcoma or chondrosarcoma. Similarly the central and popcorn pattern can be seen in patients with GI-tumors and patients who previously had chemotherapy. The 3rd feature is Shape Japanese screening studies showed that a polygonal shape and a three-dimensional ratio > 1.78 was a sign of benignity.

A polygonal shape means that the lesion has multiple facets. A peripheral sub pleural location was also a sign of benignity in this study. The three-dimensional ratio is measured by obtaining the maximal transverse dimension and dividing it by the maximal vertical dimension. A large three-dimensional ratio indicates that the lesion is relatively flat, which is a benign sign. The 4th feature is A solitary pulmonary nodule (SPN) is defined as a single intraparenchymal lesion less than 3 cm in size and not associated with atelectasis or lymphadenopathy. A nodule greater than 3 cm in diameter is called a mass.

This distinction is made, because lesions greater than 3 cm are usually malignant, while smaller lesions can be either benign or malignant. Swensen et al studied the relationship between the size of a SPN and the chance of malignancy in a cohort at high risk for lung cancer. Their findings are listed in the table on the left. They concluded that benign nodule detection rate is high, especially if lesions are small.

Of the over 2000 nodules that were less than 4 mm in size, none was malignant. The 5th feature is Contrast Enhancement is taken. In this less than 15 HU has a very high predictive value for benignity (99%).

After a baseline scan, 4 consecutive scans at 1 minute interval are performed.

This applies only for nodules with the following selection criteria:
1. Nodule > 5mm
2. Relatively spherical
3. Homogeneous, no necrosis, fat or calcification
4. No motion or beam hardening artifacts

VIII. APPLYING DIAGNOSIS INDICATOR

For accurate detection of cancerous nodules, we need to differentiate the cancerous nodules from the noncancerous. We developed an artificial neural network to differentiate them. We trained the neural network by the backpropagation algorithm. Relative (or receiver) operation characteristic (ROC) analysis is an analytical procedure for measuring the accuracy of a system. ROC curves show a relationship between the true-positive probability and the false-positive probability. Applying this filter has the effect of decreasing the number of False positives that richly exist in the initial candidate objects. This decision may reduce the computation time needed for the diagnostic rules. By implementing all the above rules, the maximum of regions which does not considered as cancerous nodules are eliminated. The remaining candidate regions are considered as cancerous regions. This CAD system helps in neglecting all the false positive cancer regions and helps in detecting the cancer regions more accurately. [12, 13].

IX. RESULTS AND DISCUSSION

For experimentation of the proposed technique, the CT images are obtained from a NIH/NCI Lung Image Database Consortium (LIDC) dataset that provides the chance to do the suggested research. This experimentation data consists of 1000 lung images. Those 1000 lung images are passed to the proposed this system. The diagnosis rules are then generated from those images and these rules are passed to the classifier for the learning process. After learning, a lung image is passed to the proposed system. Then the proposed system will process through its processing steps and finally it will detect whether the supplied lung image is with cancer or not. On one hand, user have developed an automatic CAD system for early detection of lung cancer using Lung CT images in
which a high level of sensitivity has been achieved, with a reasonable amount of false positives per image, (90% sensitivity with 0.05 false positives per image)[14,15]. This prevents the system from hindering the radiologist’s diagnosis. On the other hand, the proposed CAD system is capable of detecting lung nodules with diameter ≥ 3 mm, which means that the system is capable of detecting lung nodules when they are in their initial stages. Thus, facilitating early diagnosis will improve the patients’ survival rate. Discriminate between cancerous and non-cancerous candidate nodules. On one hand, we have developed an automatic system for early identification of lung cancer using chest CT images in which a high level of sensitivity has been achieved, with a reasonable amount of false positives per image, (90% sensitivity with 0.05 false positives per image). This prevents the system from hindering the radiologist’s diagnosis. On the other hand, the proposed CAD system is capable of detecting lung nodules with diameter ≥ 3 mm, which means that the system is capable of detecting lung nodules when they are in their initial stages.[18,19] Thus facilitating early diagnosis will improve the patients’ survival rate.
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**X. CONCLUSION**

In this paper, we achieved our purpose in developing an automatic CAD system for early detection of lung cancer by analyzing LUNG CT images using several steps. The approach starts by extracting the lung regions from the CT image using several image processing techniques, including binary image slicing, erosion, resizing image, wiener filter. We introduced the using of binary image slicing technique instead of the thresholding technique that is used in the first step in the extraction process to convert the CT image into a binary image. Binary image slicing technique is both faster and data- and user-independent compared to the thresholding technique. After the extraction step, the extracted lung regions are segmented using Region growing segmentation algorithm. Then, the initial lung candidate nodules resulting from the Region growing segmentation are analyzed to extract a set of texture features to be used in the diagnostic rules. Finally extracted texture features helps to make a comparison between normal and abnormal images. An Artificial Neural Network (ANN) is developed using Back propagation algorithm to differentiate the cancerous nodules from other suspected nodule areas in the X-ray images. This consists of classifying these suspicious regions into positive and negative regions. A positive region is a region that the radiologist feels should go to follow-up for additional information. In The accuracy of 85% approximate the accuracy indicated by surgeons and radiologists for locating cancerous nodules during reading clinical CT images in 2.5–7.0 mm.
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