
  
Abstract—In this study, we propose a real time and robust 

method for passport recognition and face verification which 
can automatically recognize passport codes and discriminate 
forgery passports to improve efficiency and systematic control 
of immigration management. Usually, the face recognition 
algorithms address two major challenges. The first is when an 
individual intentionally alters the appearance and features 
using disguises, and the second is when limited gallery images 
are available for recognition. Find String area of the passport 
code is an important stage in our method. In this system main 
stage is the isolation of the string area of the passport code, 
from the digital image of passport obtained by a scanner under 
different circumstances such as angle. The algorithm starts 
with preprocessing and signal conditioning. Next string area of 
the passport code is localized using morphological operators. 
Then the result of this process sends to segmentation part. 
Segmentation part separates the picture of passport holder and 
characters individually. Finally recognition part recognizes the 
face and characters giving the result as the passport is forged 
or not. The performance of the proposed algorithm is 
evaluated using three databases that comprise of real and 
synthetic face images with different disguise artifacts. The 
performance of the algorithm is evaluated for decreasing 
number of gallery images and various types of disguises. After 
several tests using a forged passport and the passport with 
slanted images, the proposed algorithm shows a better 
performance compared to other existing algorithms in 
recognizing passport images and get through a %96.8 accurate 
in the extraction of passport code region, and %94 accurate in 
the segmentation of the characters and %92 in the recognition 
of the characters. The accuracy of %98 in the face detection 
and %97 correct in face recognition was also achieved.  
 

Index Terms—Face verification, Character recognition, 
Passport recognition, Immigration management  

 

I.  INTRODUCTION  
Due to the globalization and the development of 

transportation, the number of people that arrive from and 
depart to different countries has increased drastically. The 
clerk of immigration control currently uses his/her bare eye 
to verify the passports. The purpose of immigration control 
is to find forgery, criminal, illegal immigrants, or someone 
prohibited from departing or entering the country. A 
passport has got the owner’s identification photograph, 
nationality, name, social security number, gender, passport 
number, and so on.  

It is difficult to use only bare eyes to distinguish and 
control the immigration process [1, 2]. Time will be delayed, 
and due to obscure and unsure methods, accurate search of 
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people who should not be allowed in/out the country will 
not be possible. The picture area is extracted based on the 
coordinate values of the string area of the code. By 
calculating the distance value between the feature vector of 
the facial image from the passport and the feature vector of 
the facial image from the database, it is possible to find out 
whether the passport is forged. 

In this study, we introduce a novel method for passport 
recognition and face verification from a grayscale scan 
image of the passport. We first use a preprocessing stage 
that contains a certain number of transforms established 
heuristically for reduces the extra information of passport 
picture. Input of the passport recognition and face 
verification system is the binary image that obtains form 
preprocessing stage. Next, start a process for identifying and 
isolation of the passport’s string area from the image, then 
the result of this process send to segmentation part. 
Segmentation part separates the picture of passport holder 
and characters individually. Finally recognition part 
recognizes the face and characters giving the result as the 
passport is forged or not. 

 
Fig. 1. I.R. Iran national passport 

 

II. THE PROPOSED METHOD 
The image is placed on the left and the user information is 

placed on the right. The user information is represented in 
one code that is placed in the bottom of the passport. 
Therefore, this code must be extracted in order to recognize 
the user information. In this paper, real passports that are 
currently in use are used to extract code areas as shown in 
Fig. 2. The background area of the user’s code information 
is colored white and the 44 characters stands in two rows. 
After extract the region of the passport code, the picture 
region is extracted based on the center of passport code 
region. By calculating the distance value between the feature 
vector of the facial image from the passport and the feature 
vector of the facial image from the database, it is possible to 
find out whether the passport is forged. 
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A. Preprocessing 
Preprocessing mostly is necessary to facilitate further 

high performance recognition. In this study, we firstly 
convert the RGB color input image to a 256 grayscale image 
using Equation 1. 
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Where AGL is the converted gray level image, and AR, AG, 
and AB are R, G and B spectrum of the color image 
respectively. Next, a vertical and horizontal Sobel operator 
is applied on the image to amplify the corresponding edges. 
Then an appropriate threshold T is used to generate the 
binary images where the edges are highlighted in a black 
background. (See Equation 2). 
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The experiments suggest that the threshold T must be 
from nearly 0.25 for clear, noise free, good brightness of 
document photo to almost 0.12 for noisy, darker document 
photo. The mean value of the main image is used to 
determine whether it is bright enough or not, while the 
difference between the energies of the image and its one 
octave low pass filtered version determines the level of 
noise. A dilation operator also is used to generate more 
continues borders and edges. Equation 3 illustrates the 
dilation operation, where A and B are the image and the 
structuring element respectively.[3] 
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B. P assport Code Region Extraction 
After the preprocessing stage, a morphological operator is 

applied to the image for specifying the passport code 
location. Morphology is a technique in image processing 
based on shapes [3, 4].  Mathematical morphology is a 
powerful tool for image analysis based on neighborhood 
operations. The mask used for the neighborhood operations 
is called Structuring Element (SE). An SE can have any size 
and geometrical shape. The shape of SE's widely used is in 
the form of line (generally horizontal or vertical). The basic 
morphological operations are erosion and dilation, which are 
carried out by convolving the SE with the image. Erosion is 
often used to remove irrelevant details from binary image 
and dilation is used to fill the gaps or holes. Erosion and 
dilation operations are usually combined and result in other 
two operations viz., Opening, i.e., erosion followed by 
dilation with the same SE and Closing i.e., dilation followed 
by erosion with the same SE. Opening can erase white holes 
on dark objects (or can remove small white objects in a dark 
background). An object will be erased if the SE does not fit 
within it. Closing removes black holes on white objects. A 
hole will be removed if the SE does not fit within it. These 
operations are illustrated in Figure 3. In erosion and dilation 
the SE is convolved with the image by sliding the SE over 
the entire image. In the process of convolution the pivotal 
element in the image (binary) is changed accordingly [13]. 

Now we can build a morphological operator that is 
sensitive to a specific shape in the input image. In fact we 
try to create a structural element with special properties. For 
instance, a horizontal line of length=5 pixels or a rotated one 
with Ө=45 can be some typical structural elements. In this 

study, a rectangular box can be employed as a structural 
element to detect the car plates. (See Figure 2 for details). 

 

 
Fig. 2. Structural element for horizontal and Ө=45 rotated line 

 
Applying the closing operation on edge image in the 

horizontal direction yields several connected regions which 
are passport code region candidates. With respect to a 
passport code region shape, a rectangular structural element 
(SE) is used. The main motivation to focus on morphology 
was the rectangle shape of the plates. However, there may 
be more than one candidate region as passport code region 
location in the image after closing. 

C. Segmentation 
Character segmentation is an important stage in many 

Passport Recognition Systems. There are many factors that 
cause the character segmentation task difficult, such as 
image noise, passport watermarking and rotation and 
illumination variance [8, 14]. Preprocessing is very 
important for the good performance of character 
segmentation. Firstly, image is filtered to enhance the image 
and removing the noises and unwanted spots.  

During the threshold processing on a gray scale Image, 
many small objects or points accrue in the threshold image 
due to the problem of different illumination, low quality 
cameras and motion effect. This kind of noise gives direct 
effect on segmentation and recognition process. We have 
used a morphological process which search the entire image 
for small connected elements and remove it. Then dilation 
operator is applied to the image for separating the characters 
from each other if the characters are close.  

After this stage, partition scanning is proposed to extract 
characters from passport code region. This method is 
conducted by checking the mean of each partition in image 
(the size of partition of a character or background). In this 
process, the background is defined as white (1) and 
characters are defined as black (0). After some experiments, 
it is concluded that the optimum threshold value is nearly 
0.7-0.8. 

Partition value larger than 0.7-0.8 is considered as 
background, otherwise it is considered as character. Then 
the passport code region is divided into two blocks. The first 
block contains digits, and the second block contains the 
letter. 

 

III. CHARACTER RECOGNITION USING TEMPLATE 
MATCHING 

Before employment of the recognition algorithm, the 
characters would be normalized. Normalization is to refine 
the characters into a block containing no extra white 
spaces(pixels) in all the borders of the characters. Then each 
character is fit to a 38*20 block as shown in Figure 5. Fitting 
approach is also necessary for template matching. For 
matching the characters with the database, input images 
must be equalizing to a 22*10 block with the database 
characters. In this system the characters are fit to 22*10. The
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Fig. 3.  Passport code detection and recognition procedure 

 
extracted characters cut from passport code region and the 
characters on database are now equalized. The next step is 
template matching. Template matching is an effective 
algorithm for recognition of characters. The characters’ 
image is compared to the ones in the database and the best 
similarity is considered. To measure the similarity and find 
the best match, a statistical method correlation based is used. 
Correlation is an effective technique for image recognition. 
This method measures the correlation coefficient between a 
number of known images with the same size unknown 
images or parts of an image with the highest correlation 
coefficient between the images producing the best match. 
This system used the database as the characters all 36 
alphanumeric characters (26 alphabets and 10 numerals) 
with the size of 22*10. Due to the similarities of some 
characters, there may be some errors during the recognition 
phase. The confused characters mainly are "B" and "P". To 
increase the recognition rate, some properties of each 
character are used in the system for the confused one to 
define their special feature of vectors. With these feature the 
applied tests show a serious increase in the correct 
recognition rate. 

 

 
Fig. 4.  Passport segmentation, normalization, and the final character 

recognition 
 

IV. EXTRACTION OF FACE PICTURE FROM A PASSPORT 
For the extraction of face picture from a passport image, 

the 100*70 (pixel) rectangle area corresponding from 
30pixel of height and 25pixle from the left of the extracted 

code region is selected as a candidate area. The method for 
extracting a facial area from a passport image is shown in 
Fig 5. 

 

 
Fig. 5. Extraction of face area from a passport image. 

 

V. FORGERY DETECTION BY FACE VERIFICATION 
F Automatically reading code strings related to user 

identification from a passport and retrieving user 
information from database can improve the effectiveness of 
immigration control, but finding a forged passport by using 
only the code recognition method is difficult. For example, 
if a person obtains a passport through illegal means and 
forges the face picture, the passport may be recognized as 
legitimate. In this paper, it is proposed that the method 
automatically detects forgery through the verification of face 
pictures. The recognized code information of passport is 
used to obtain unique feature vectors of facial image that are 
acquired by modular principal components analysis (MPCA) 
algorithm and saved to database. And in the actual passport, 
the same feature vector is obtained from the face picture by 
MPCA algorithm. By analytically comparing the two 
vectors, forgery can be detected. 
 

VI. MODULAR PRINCIPAL COMPONENTS ANALYSIS 
At the first, pre-processing scheme is proposed in order to 

denoise and eliminate watermark traces that may be present 

International Journal of Computer and Electrical Engineering, Vol. 3, No. 5, October 2011

613



in scanned passport photos. The PCA based face recognition 
method is not very effective under the conditions of varying 
pose, illumination and watermark trace, since it considers 
the global information of each face image and represents 
them with a set of weights. Under these conditions the 
weight vectors will vary considerably from the weight 
vectors of the images with normal pose and illumination, 
hence it is difficult to identify them correctly. On the other 
hand if the face images were divided into smaller regions 
and the weight vectors are computed for each of these 
regions, then the weights will be more representative of the 
local information of the face. When there is a variation in 
the pose or illumination, only some of the face regions will 
vary and rest of the regions will remain the same as the face 
regions of a normal image. Hence weights of the face 
regions not affected by varying pose and illumination will 
closely match with the weights of the same individual’s face 
regions under normal conditions. Therefore, it is expected 
that improved recognition rates can be obtained by 
following the modular PCA approach. We expect that if the 
face images are divided into very small regions the global 
information of the face may be lost and the accuracy of this 
method may deteriorate. In this research, each image in the 
training set is divided into four smaller images. Hence the 
size of each sub-image will be 42L . These sub-images can 
be represented mathematically as: 
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where i varies from 1 to M, M being the number of images 
in the training set, j varies from 1 to 4 and m and n vary 
from 1 to L/2.  Figure 4 shows the result of dividing a face 
image into four smaller images using Eq.(5). The average 
image of all the training sub-images is computed as: 
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The next step is to normalize each training sub-image by 
subtracting it from the mean as: 
 

 
Fig. 6. A face image divided into 4 smaller images 
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From the normalized sub-images the covariance matrix is 
computed as: 
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Next we find the eigenvectors of C that are associated 
with the M0 largest eigenvalues. We represent the 
eigenvectors as E1, E2, ..., EM’. The weights are computed 
from the eigenvectors as shown below: 
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where K takes the values 1, 2, ... , M’, n varies from 1 to Γ, Γ 

being the number of images per individual, and p varies 
from 1 to P, P being the number of individuals in the 
training set. Weights are also computed for the test sub-
images using the eigenvectors as shown in the next equation: 
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Mean weight set of each class in the training set is 
computed from the weight sets of the class as shown below: 
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Next the minimum distance is computed as shown below: 
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ipD θ<)min(  for a particular value of p, the 

corresponding face class in the training set is the closest one 
to the test image. Hence the test image is recognized as 
belonging to the pth face class. Figure 7 illustrates this idea 
graphically. 

 

 
Fig. 7. The image-space and face-space coordinate system. 

 

VII. CONSTRUCTION OF FACE INFORMATION DATABASE 
First, face images are acquired from a lot of passport 

images by using the extraction method of face area. The face 
images are learned by using MPCA algorithm, so that the 
metric of eigenvectors and individual feature vectors 
corresponding each face image are obtained, which are used 
in the verification of face information, and the information 
on two vectors is saved to database with other related user 
information. The construction process of face information 
database is shown in Fig.8 

 

 
Fig. 8. Construction process of face information database. 
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VIII.  CONCLUSIONS 
The purpose of immigration control is to find forgeries, 

criminal and illegal immigrants, and people prohibited from 
departing the country. It is difficult to use only bare eyes to 
distinguish and control the immigration process because the 
process takes a long time and the manual approach is 
inaccurate. To solve these problems, this paper presented a 
novel method of passports identification and recognition. 
Firstly, we extracted the passport code location, and then we 
separated the passport characters by segmentation, and 
applied a correlation-based template matching scheme for 
recognition of passport characters. The face is authenticated 
by calculating the feature vector of facial image in the input 
passport image using PCA algorithm and measuring the 
similarity between the calculated feature vector and the 
feature vector of facial image retrieved from the database. 
 This system is customized for the Iranian passports. The 
system is tested over a large number (more than 150) of 
passport images, where this algorithm performs well on 
Iranian passports. Finally, it is proved to be %96.8 accurate 
in the extraction of passport code region, and %94 accurate 
in the segmentation of the characters and %92 in the 
recognition of the characters. The accuracy of %98 in the 

face detection and %97 correct in face recognition was also 
achieved. 
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