A New Approach to Design Smith Predictor Based Fractional Order Controllers

Khosro Khandani and Ali Akbar Jalali

Abstract— In this paper a new approach to design and analyze Smith predictors with fractional $p^{\lambda}D^\mu$ controllers for time delay systems is presented. Since the fractional controller has been used in Smith predictor scheme, delay component can be eliminated from the closed-loop characteristic equation which is of fractional order. Simulation results demonstrate the successful performance of the proposed controller. Stability analysis of the closed-loop system in time domain shows the validity of the results.

Index Terms- fractional order controller, Smith predictor.

I. INTRODUCTION

Dead times, or time delays, are found in many processes in industry. Dead times are mainly caused by the time required to transport mass, energy or information, but they can also be caused by processing time or by the accumulation of time lags in a number of simple dynamic systems connected in series[1]. Compared to processes without delays, the presence of a delay in the process greatly complicates the analytical aspects of the control system design, making it more difficult to achieve a satisfactory level of control [2]. Time-delay has been a common phenomenon to overcome whenever we close a feedback loop for the purpose of controlling any system. Recent increase of control applications in the variety gives more importance to systematic methods to cope with time delay. In order to compensate the negative effects of time delay, a well-known and highly effective dead-time compensator for stable processes is Smith predictor [3]. In this predictor scheme, a mathematical model of the process is implemented in an internal feedback loop around a conventional controller. The distinctive scheme was proposed by O.J.M.Smith approximately 50 years ago, and is still attracting much attention for its usefulness. The major advantage of the Smith predictor is that delay issues can be ignored when designing the controller.

Fractional-order dynamic systems and controllers, which are based on fractional-order calculus, have been gaining attention in several research communities since the last few years[4]. A few recent works in this direction as well as schemes for digital and hardware realizations of such systems can be traced in [5], and [6]. In frequency domain Vinagre et al. proposed an approach based on expected crossover frequency and phase margin for the controller design[7]. Using the concept of fractional derivatives and integrals Podlubny proposed fractional-order $p^{\lambda}D^\mu$ controllers which is an extension of proportional–integral–derivative (PID) controllers that have been used for several decades in industries for process control applications. Podlubny demonstrated the effectiveness of such controllers for actuating the responses of fractional-order systems[8]. In fractional-order proportional–integral–derivative controllers, I and D operations are usually of fractional order; therefore, besides setting the proportional, derivative and integral constants $K_p,K_d,K_i$, we have two more parameters: the order of fractional integration $\lambda$ and that of fractional derivative $\mu$ [4]. In this paper, the fractional order PID controller is used in a Smith predictor scheme to control plants with time delays. In [9] a frequency domain design approach for time delay systems has been proposed. The fractional controller in the Smith predictor structure in [9] is designed to fulfill stability conditions in frequency domain. The proposed methodology in [9] has been applied to design controllers for water distribution in a main irrigation canal pool.

By using Smith predictor, delay component is removed from the closed loop characteristic equation. In this paper, stability of the closed loop system which is of fractional order is analyzed in time domain. Stable region is expanded from the left half plane to the right half plane, and the closed loop system will not necessarily be unstable even if the poles fall on the right half plane. Two time delay systems, one with a long and the other with a short time delay are considered as design examples and their responses to unit step input are simulated.

II. FRACTIONAL CALCULUS AND FRACTIONAL CONTROL

Fractional calculus is a 300-year-old topic. The theory of fractional order derivatives was developed mainly in the 19th century. However, applying fractional order calculus to dynamic systems control is just a recent focus of interest [8]. Fractional-order dynamic systems were studied only marginally in the design and practice of control systems in the last few decades. However, in the recent years, emergence of effective methods in differentiation and integration of non-integer order equations makes fractional-order systems more and more attractive for the
systems control community. The TID controller [10], the CRONE controllers [11],[12] and [13] and the fractional lead-lag compensator [14] and [15] are some of the well-known fractional-order controllers. In some of these papers it is verified that the fractional-order controllers can have better disturbance rejection ratios and less sensitivity to plant parameter variations compared to the traditional controllers [16]. The $P^\lambda D^\mu$ controller was proposed as a generalization of the controller with integrator of real order $\lambda$ and differentiator of real order $\mu$ [17].

A. Definitions

Fractional calculus is a generalization of integration and differentiation to non-integer (fractional) order fundamental operators represented as $D^\lambda f(t)$, where $a$ and $t$ are the limits and $\lambda (\lambda \in R)$ the order of the operation. This operator is a notation for taking both the fractional derivative and the fractional integral in a single expression. For positive $\lambda$ it denotes derivative and for negative $\lambda$ it denotes integral actions.

From a purely mathematical point of view, there are several ways to define fractional-order derivatives and integrals. The commonly used definitions for fractional derivatives are Grunwald–Letnikov, Riemann–Liouville and Caputo’s definitions [8]. The definition for Caputo’s fractional derivative of order $\lambda$ with respect to the variable $t$ goes as follows:

$$\small D^\lambda f(t) = \frac{1}{\Gamma(m-\lambda)} \int_0^t \frac{f^{(m)}(\tau)d\tau}{(t-\tau)^{\lambda+m-1}}, \quad m-1 < \lambda < m$$

where $m$ is the first integer larger than $\lambda$, and $\Gamma(Z)$ is Euler’s Gamma function. The Laplace transform of the Caputo’s fractional derivative is:

$$\small L(D^\lambda f(t)) = s^\lambda F(s) - \sum_{k=0}^{n-1} s^{\lambda-k} f^{(k)}(0), \quad n-1 < \lambda \leq n \in N.$$

One distinct advantage of using Caputo’s definition is that, only integer order derivatives of function $f(t)$ appear in the Laplace transform of the Caputo’s fractional derivative[16]. For zero initial conditions, (2) reduces to:

$$\small L(0D^\lambda f(t)) = s^\lambda F(s).$$

B. Continuous Time Approximations

Direct implementation of fractional-order transfer functions is problematic. Hence, to implement these transfer functions, integer order approximations of the fractional transfer functions are determined. There are many different methods to find such approximations. Charef [18], Oustaloup [19], Carlson [20] and Matsuda [21] approximations are the well-known approximations of the fractional-order transfer functions. From the control theoretic point of view, the proposed methods are divided into two groups. Methods that use continued fraction expansions (CFE) and interpolation techniques such as Carlson and Matsuda methods, and methods that use curve fitting or identification techniques such as Oustaloup and Charef methods[22].

Since none of the existing methods transcend others regarding to all desires, it is not possible to say that which one is the best [23]. A comprehensive comparison of these approximation methods has been given in Chapter 3 of [23]. In the numerical simulations of the present work, the Oustaloup method is used to find rational approximation of the fractional operators. This simple method provides a continuous approximation of fractional transfer functions using recursive allocation of zeros and poles to achieve an admissible accuracy. The approximated transfer function based on Oustaloup method is determined using the following definition:

$$\small s^\nu = k \prod_{n=1}^{N} \frac{1 + s/\omega_{z,n}}{1 + s/\omega_{p,n}}, \quad 0 < \nu < 1$$

Gain $k$ is adjusted so that both sides of (4) have unit gain at 1 rad/s. The number of poles and zeros of the approximated transfer function ($N$) and the frequency range ($[\omega_{z}, \omega_{p}]$) are selected beforehand. $\omega_{z,n}$ and $\omega_{p,n}$ are calculated by the following equations:

$$\small \omega_{z,n} = \omega_0 \sqrt{n}, \quad \omega_{p,n} = \omega_0 \left(\frac{\omega_0}{\omega_1}\right)^{N/n}, n = 1,2,\ldots,N$$

$$\small \omega_{z,n} = \omega_{p,n-1} \left(\frac{\omega_0}{\omega_1}\right)^{N/n}, n = 2,3,\ldots,N$$

For $-1 < \nu < 0$, the approximated transfer function is determined by inverting (4). To find the approximation for $|\nu|>1$, first $s^\nu$ is written in the form $s^\nu = s^{\nu_1} s^{\nu_2}$ and then the term $s^{\nu_2}$ is replaced by the approximation given in (4). The extension of the approximation strongly depends on the number of poles and zeros ($N$). The lower values of $N$ result in simpler models, however, ripples are appeared both in gain and phase plots. Such ripples would be disappeared by increasing $N$ in the expense of having computationally more complex models[24]. Also, the approximation is reliable only in the frequency range $[\omega_0, \omega_1]$. It is desirable to widen the approximating frequency range as much as possible, but increase in the width of the frequency range reduces the approximating accuracy.

III. SMITH PREDICTOR CONTROL

The Smith predictor is widely used for the control of systems with time delays. Fig. 1 presents a block diagram of the conventional Smith predictor configuration, in which L is the dead time of the process, $C(s)$ denotes the controller, and $P(s)$ is the delay free part of the plant, which is assumed to be open-loop stable. The transfer function from the reference input $r$ to the output $y$ of the system has the form:

$$\small \frac{Y(s)}{R(s)} = \frac{C(s)P(s)e^{-Ls}}{1 + C(s)P(s)}$$

As shown in (7), the main advantage of the Smith predictor is that the delay component can be eliminated from the
characteristic equation for the closed-loop system. In this paper C(s) is a fractional controller, and the characteristic equation would be a polynomial of ‘s’ with fractional powers.

\[ G(s) = K_0 \sum_{i=1}^{N} \frac{A_i}{s^{\alpha_i} + \lambda_i}, \]

where \( \lambda_i \), (i = 1, 2, ...,N) are the roots of the polynomial \( P(s^{\alpha}) \) or the system poles that are in general complex conjugate. Stability condition can then be stated that [26], [27]:

A commensurate order system described by a rational transfer function (9) is stable if \( \arg(\lambda_i) > \alpha \frac{\pi}{2} \) with \( \lambda_i \) the i-th root of \( P(s^{\alpha}) \).

Stability region on s-plane is depicted in Fig.2. It can be observed that the stability region covers a percentage of the right half plane, and unlike the integer order case, stability region is not the left side of the imaginary axis.

Since the delay component that is a hard-to-deal-with element in stability analysis in time domain, can be removed from the characteristic equation of the closed-loop system, stability of the transfer function from Y(s) to R(s) in Fig.1 can be directly verified based on the stability condition mentioned above.

IV. STABILITY ANALYSIS

In general linear time-invariant fractional order systems can be described by the following transfer function of non-commensurate real orders [9] of the following form:

\[ G(s) = \frac{b_\alpha s^{\beta_\alpha} + \ldots + b_1 s^{\beta_1} + b_0 s^{\beta_0}}{a_\alpha s^{\alpha_\alpha} + \ldots + a_1 s^{\alpha_1} + a_0 s^{\alpha_0}} = \frac{Q(s^{\beta_\alpha})}{P(s^{\alpha_\alpha})} \]

(8)

Where \( \alpha_k \) and \( \beta_k \) (k=0,1,2,…) are real numbers. It is well-known that an integer order LTI system is stable if the roots of the characteristic polynomial \( P(s) \) are negative or have negative real parts if they are complex conjugate. This means that they are located on the left of the imaginary axis of the complex s-plane. When dealing fractional order systems, it is important to bear in mind that \( P(s^{\alpha}), \alpha \in R \) is a multi-valued function of \( s \), the domain of which can be viewed as a Reiman surface (see e.g. [25]). For checking the stability of \( P(s^{\alpha}), \alpha \in R \) the existing stability test methods for dynamic systems with integer orders such as Routh table cannot be directly applied. This is due to the fact that the characteristic equation of the LTI fractional order system is in general not a polynomial but a pseudo-polynomial function of the fractional powers of \( s \).

In the particular case of commensurate order systems, it holds that \( \alpha_k = \alpha k, \beta_k = \alpha k, (0 < \alpha < 1), \forall k \in Z \), and the transfer function has the following form:

\[ G(s) = K_0 \frac{\sum_{k=0}^{M} b_k s^{\alpha k}}{\sum_{k=0}^{N} a_k s^{\alpha k}} = K_0 \frac{Q(s^{\alpha})}{P(s^{\alpha})} \]

(9)

With \( N > M \) the function \( G(s) \) becomes a proper rational function in the complex variable \( s^{\alpha} \) and can be expanded in partial fractions of the form:

| Figure 1 Smith predictor scheme |

V. CASE STUDY

To demonstrate the capabilities of the proposed approach, two processes are considered in the following examples. For the first process a \( PI^\lambda \) controller is used in the Smith predictor structure, and in the second example the \( PI^\lambda \) controller is replaced by a \( PI^\lambda D^\alpha \) controller.

A. Example 1

A stable second order plus dead time process is adopted. This process was considered by Takahara et al.[28]. The simulation conditions given are the same as in the literature [28]. In [28] the transfer function of the process is

\[ G(s) = \frac{0.04936s + 0.00197}{s^{2} + 0.0401s + 0.000169} e^{-0.3s}, \]

The fractional \( PI^\lambda \) controller \( C(s) \) in Smith predictor scheme in Fig.1 is:

\[ C(s) = 4 + \frac{40}{s^{0.4}}. \]

In this example and the following one, the fractional controller is approximated with integer order transfer functions. As mentioned before the approximated transfer function is determined based on Oustaloup method. The parameters in (5) and (6) are selected as follows:

\( \omega_1 = 0.01, \omega_3 = 1000, N = 5 \),

Characteristic equation of the closed-loop system according to (9) will be:

\[ s^{2.4} + 0.2375s^{1.4} + 1.974s + 0.0081s^{0.4} + 0.079, \]

Assuming \( \alpha = 0.2 \) in (9), the characteristic equation above can be rewritten as a polynomial of the complex variable \( s^{\alpha} \) as:
The roots of polynomial $P(s)$ are:

\[
\lambda_1 = -1.208, \lambda_2 = -1.1208, \lambda_{3,4} = -0.1622 \pm j0.4996 \\
\lambda_{5,6} = -0.6699 \pm j0.8702, \lambda_{7,8} = 0.9974 \pm j0.4965 \\
\lambda_{9,10} = 0.4250 \pm j0.3089, \lambda_{11,12} = 0.2329 \pm j1.0592
\]

Since the first six roots have negative real parts, it is evident that they satisfy the stability condition discussed earlier. We apply the stability condition to the remaining six roots. If $\left|\text{arg}(\lambda_i)\right| > \frac{\pi}{10} \text{ rad (18 deg)},$ with $\lambda_i$ the i-th root of $P(s)$, the closed-loop system is stable. We have:

\[
\left|\text{arg}(\lambda_{7,8})\right| = 26.4773, \left|\text{arg}(\lambda_{9,10})\right| = 36.0288, \left|\text{arg}(\lambda_{11,12})\right| = 77.6383
\]

They all satisfy the condition. Therefore, stability of the closed-loop system is corroborated. Step response of the system and the control signal are shown in Fig.3 and Fig.4.

**B. Example 2**

Following the same procedure as in example 1, we consider a water level control problem. The approximated first order SISO coupled tank system was obtained in [29] as:

\[
G(s) = \frac{2.06}{21.1528s+1} e^{-20.0472s}
\]

The controller $C(s)$ in Fig.1 is assumed to be a $PI^\mu D^\nu$ controller as follows:

\[
C(s) = 7.5 + 2s^{0.1} + \frac{5}{s^{0.7}}
\]

Step response of the system with this controller in Smith predictor scheme and the control attempt are shown in Fig.5 and Fig.6.

Stability of the closed-loop system can be analyzed by obtaining the characteristic equation. Replacing $C(s)$ the controller in (7) by the $PI^\mu D^\nu$ controller above, we obtain the characteristic equation as follows:

\[
21.1528s^{1.7} + 4.12s^{0.8} + 16.45s^{0.7} + 10.3
\]

And $P(s)$ in (9) with $\alpha = 0.1$ will equal:

\[
P(s) = P(s^{0.1}) = 21.1528(s^{0.1})^{17} + 4.12(s^{0.1})^{8} + 16.45(s^{0.1})^{7} + 10.3
\]

The roots of this equation are:

\[
\lambda_1 = -0.9058, \lambda_{2,3} = -0.0581 \pm j1.01, \lambda_{4,5} = -0.4749 \pm j0.8143 \\
\lambda_{6,7} = -0.6591 \pm j0.6086, \lambda_{8,9} = -0.9413 \pm j0.3347 \\
\lambda_{10,11} = 0.7957 \pm j0.4204, \lambda_{12,13} = 0.6006 \pm j0.8307 \\
\lambda_{14,15} = 0.2315 \pm j0.8559, \lambda_{16,17} = 0.9583 \pm j0.26
\]

According to Fig.2 and with $\alpha = 0.1$, Stability region of the system has extended to the right half plane and covers a significant percentage of it, as shown in Fig.7. With such a wide stable region, it is much easier to design a stabilizing controller that overall closed-loop system satisfies stability conditions. It is clear that none of the roots of the system fall in the unstable region, which is shown in Fig.7. hence, stability of the closed-loop system is verified.
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