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Abstract- This research work reveals that Voice Signal 

Compression (VSC) is a technique that is used to convert the 
voice signal into encoded form when compression is required, 
it can be decoded at the closest approximation value of the 
original signal. This work presents a new algorithm to 
compress voice signals by using an “Adaptive Wavelet Packet 
Decomposition and Psychoacoustic Model”. The main goals of 
this research work is to transparent compression (48% to 50%) 
of high quality voice signal at about 45 kbps with same 
extension (i.e. .wav to .wav), second is evaluate compressed 
voice signal with original voice signal with the help of 
distortion and frequency spectrum analysis and third is to 
compute the signal to noise ratio (SNR) of the source file.For 
this, a filter bank is used according to psychoacoustic model 
criteria and computational complexity of the decoder. The bit 
allocation method is used for this which also takes the input 
from Psychoacoustic model. Filter bank structure generates 
quality of performance in the form of subband perceptual rate 
which is computed in the form of perceptual entropy (PE). 
Output can get best value reconstruction possible considering 
the size of the output existing at the encoder. The result is a 
variable-rate compression scheme for high-quality voice signal. 
This work is well suited to high-quality voice signal transfer 
for Internet and storage applications. 
 

Index Terms- Matlab6.5, Wavelet Toolbox, Psychoacoustic 
Model, Algorithm 
 

I. INTRODUCTION 

Masking may be easier to explain the visual domain. If a 
bright light is shinning in our eyes, such as headlights from 
an oncoming car, then other dimmer lights are impossible to 
see. There are similar phenomena in the auditory world. 
One sound can make it impossible to hear another or one 
sound may shift the apparent loudness of another. The 
masking of one sound may be total or partial. Also, parts of 
one sound can mask parts of another sound, even if we 
cannot consciously detect such masking in normal 
circumstances. 

Auditory masking effects can die away in a matter of 
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milliseconds. If one tone [22] is masking another, the effect 
depends on the separation in frequency.  Fig. - [1] shows a 
typical plot of the masking effect (for example, for plots of 
maskers at different frequencies) [1], [7], [12], [15]. The 
solid black line is the threshold of audibility. A spectral 
component on the left causes the threshold of audibility to 
be shifted upward, shown by the dotted line. In Fig. -[1], the 
threshold of auditory (solid line) shifted in the presence of a 
masker (left arrow). A second spectral component, shown 
by the arrow on the right, is masked. Notice that the 
masking effect falls off more steeply to the right of the 
curve, that is, toward higher frequencies, but a higher tone 
affects relatively mask more high frequencies, but a high 
tone affects relatively fewer lower frequencies. Masking 
may also happen if the tones are not simultaneous; i.e. if 
masking tone is short but occurs before another tone, the 
masked tone can still be obscured. Masking effect happens 
whether the masker is a single tone or a broader band of 
noise. Laboratory studies of such masking effects led to the 
notion of critical band; i.e. a given frequency is surrounded 
by a band of frequencies within which various auditory 
phenomena can be shown to occur. For example, consider 
the loudness percept evoked when two tones are at the same 
frequency.  

 
Is selected voice signal may be hear by human nervous 

system or not? It can be checkout by psychoacoustics model 
[5], [7], [8], [9], [10], [14], [16], [17], [18], [21], [22]. 
Those signal has frequency in between 20Hz to 20KHz is 
called tone that take major responsibility in the computation 
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[Fig.-2: Psychoacoustic Critical Band] 
 

of voice signal that define which signal can be heard by 
human nervous system and which is not. Voice signals first 
break in the pre-defined frames (2048 bytes) and then tone 
computation is done on the basis of each frame that is 
masked after tone computation. First turn to the interaction 
between physical stimuli and the human nervous system. 
For this discussion, voice is defined as a disturbance in air 
pressure that reaches the human eardrum. In terms of 
frequency, amplitude, time, and other parameters, there are 
limits to the kinds of air pressure disturbance that will evoke 
an auditory percept in humans. The development of the 
human ear’s limitation and capabilities was undoubtedly 
motivated by evolutionary necessity. Survival is granted to 
those who can distinguish the rustle of an attacker in a 
forest, for example, from a babbling brook nearby. 

As we know that sound is audible (hearing) for humans 
in a range from 20 Hz to 20 KHz can be broken up into 
critical bandwidths, which are non-uniform, non-linear, and 
dependent on the heard sound [12], [15]. Signals within one 
critical bandwidth are hard to separate for a human observer. 
It is found that the frequency range from 20 Hz to 20 kHz 
can be broken up into critical bandwidths, which are non-
uniform, non-linear, and dependent on the level of the 
incoming sound. Signals within one critical bandwidth are 
hard to separate for a human observer. The center frequency 
location of these critical sub-bands is known as the critical 
band rate and approximately follows the expression 
equation (2) (Described in the Bark scale and Fletcher 
curves). 
 

 1 2[ ] .....(2)Z A A bark= +  
 

Where  
1

2
2
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The distance from one critical band center to the center of 

the next band is 1 Bark. The human auditory frequency 
range spreads from 20 Hz to 20 KHz and covers 
approximately 25 Barks. General frequency response [20] is 
mention in fig.-[2]. 
  

Two main properties of the human auditory 
system that make the psychoacoustic model [4], 
[7], [17], [19], [20] are: 
 

A. Absolute Threshold of hearing (ATH) 
The absolute threshold of hearing (ATH), or threshold in 

quiet (Tq), is the average sound pressure level (SPL) below 
in equation (1) in which human ear does not detect any 
stimulus [20]. 
 

2 4f f-0.6*(( )-3.3) 3*( )-0.8 1000 1000
q

fT (f) =3.64*( ) -6.5e +10 ....(1)
1000

 

Where f is frequency in Hertz, Tq is threshold in dB.  
Signal can take a leap for the purposes of compression, if a 
signal has any frequency components with power levels that 
fall below the absolute threshold of hearing, and then these 
components can be discarded, as the average listener will be 
unable to hear those frequencies of the signal anyway. 
Auditory masking is a perceptual property of the human 
auditory system that occurs whenever the presence of a 
strong audio signal makes a temporal or spectral 
neighborhood of weaker audio signal imperceptible. 
Normally they are studied separately and known as 
simultaneous masking and temporal masking. If two sounds 
occur simultaneously and one is masked by the other, this is 
referred to as simultaneous masking that is mentioned in 
fig.-[3].  
 

If a signal has any frequency components with power 
levels that fall below the absolute threshold of hearing, then 
these components can be discarded as the average listener 
will be unable to hear those frequencies of the signal 
anyway. 
 

Similarly, a weak sound emitted soon after the end of a 
louder sound is masked by the louder sound. In fact, even a 
weak sound just before a louder sound can be masked by 
the louder sound. These two effects are called forward and 
backward temporal masking; respectively that is mention in 
fig.-[4]. 
 

B. Auditory Masking 
Humans do not have the ability to hear minute 

differences in frequency. This becomes even more difficult 
if the two signals are playing at the same time. For a 
masked signal to be heard, its power will need to be 
increased to a level greater than that of a threshold that is 
determined by the frequency of the masker tone and its 
strength. It turns out that noise can be a masker as well. If 
noise is strong enough, it can mask a tone that would be 
clear otherwise. In a compression algorithm, therefore, one 
must determine:  
 

(i). Tone Maskers 
Determining whether a frequency component is a tone 

(Masker) requires knowing whether it has been held 
constant for a period of time, as well as whether it is a sharp 
peak in the frequency spectrum, which indicates that it is 
above the ambient noise of the signal. A frequency f (with 
FFT index k) is a tone if its power spectral P[k] [4] is: 
 
§ Greater than P [k+1] and P [k-1], i.e. the neighborhood 

is [k-2 …. K+2]. 
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[Fig.-4: Temporal Masking] 
 

[Fig.-3: Simultaneous Masking] 
 

§ 7 dB greater than other frequencies in its neighborhood, 
where the neighborhood is dependent on f: 

• If 0.17 Hz < f < 5.5 kHz, the neighborhood is [k- 
 2…k+2] 
• If 5.5 kHz ≤ f < 11 kHz, the neighborhood is [k-

3…k+3] 
• If 11 kHz ≤ f < 20 kHz, the neighborhood is [k-

6…k+6] 

 
 
 

 

(ii). Noise Maskers 
If a signal is not a tone, it must be noise. Thus, one can 

take all frequency components that are not part of a tone 
neighborhood and treat them like noise.  

(iii).  Masking Effects 
The maskers which have been determined affect not only 

the frequencies within a critical band, but also in 
surrounding bands. The spreading can be described as a 
function SF(i, j) that depends on the maskee location i, 
masker location j, the power spectrum (Ptm) at j, and 
difference between masker and maskee locations in Barks. 
As a result, the masks can be modeled same variables as 
defined in table-I. 

    
[Table-I: Tone and Noise] 

For tones Ptm(j) - 0.275z(j) + SF(i, j) - 6.025 (dB SPL) 

For noise Pnm(j) - 0.175z(j) + SF(i, j) - 2.025 (dB SPL) 

 
The Spreading Function is defined in table-II.  

Where ∆z =z(i)-z(j),  SF(i, j) is spreading function 
 

[Table-II: Spreading Function] 
17∆z - 0.4Ptm(j) + 11 -3  ≤  ∆z  <  -1 

∆z(0.4Ptm(j) + 6) -1  ≤  ∆z  <  0 

-17∆z 0  ≤  ∆z  <  1 
SF(i, j) = 

∆z(0.15Ptm(j) - 17) – 
0.15Ptm(j) 1 ≤  ∆z  <  8 

 

II. LITERATURE SURVEY AND PROBLEM IDENTIFICATION 

There is an explanation of different technique for wavelet 
compression in which speech processing for compression 
and recognition was addressed [1]. Various methods and 
paradigms based on the time-frequency and time-scale 
domains representation for the purpose of compression and 
recognition were discussed along with their advantages and 
draw-backs. Level dependent and global threshold 
compression schemes were also examined in details. Work 
was good but wavelet family is not defined means which 
wavelet family was used for data compression, how much 
data was compressed, and what was file extension after 
compression?  According to this previous work [1], work is 
further extended practically where dubechies wavelets 
family is used with transparent compression of high quality 
voice signal at about 45 kbps. Selected .wav file is 
compressed 48% to 5o% of the source file with same 
extension (i.e. .wav to .wav). 

In the work [2], a technique was presented for image 
compression by using lossy compression. The methods were 
applied to the Vocational Training School (T.E.E.) in the 
Greek Education System for teaching aspects related to 
networks and image compression using MatLab Language. 
The effectiveness of the approach was evaluated by 
comparing the performances of the sample students and 
comparing the outcomes with those of a traditional teaching 
approach. The encoding of coefficients is done using run-
length-encoding of the zeros. Whole work is done only and 
only for image compression and after compression analysis 
was done to selected network.  This work [2] was good but 
after compression file extension is changed. What would 
happen if we want to compress the file without changing the 
extension? This work is further extended in which after 
compression file extension is same as source file (i.e. .wav 
to .wav).  

In the research [3], describes the performance of different 
types of wavelets for composing the transient audio signal. 
The wavelets that were investigated for this purpose are 
dubechies family of wavelets, wavelet packets and multi-
wavelets. The performances of various wavelets are 
compared, based on compression ratio and the signal to 
noise ratio (SNR) value of the reconstructed signal. One of 
the main challenges to the application of multi-wavelets is 
the problem of multi-wavelet initialization (or better known 
as pre-filtering). In the case of scalar wavelets, the given 
signal data is usually assumed to be the scaling coefficients 
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that are sampled at a certain resolution, and hence, multi-
resolution decomposition can directly be applied on the 
given signal. Unfortunately, the same technique cannot be 
employed directly in the multi-wavelet setting. Some 
preprocessing has to be performed on the input signal, prior 
to multi-wavelet decomposition. In this implementation 
work [3] that was based on multi-wavelet, give good results 
in comparison to the daubechies bases. On the basis of the 
experimentation presented, it can therefore be concluded 
that multi-wavelets, with an appropriate choice of pre-
filtering method, seem to represent a promising substitute 
for scalar wavelets in audio data compression problems. In 
this paper [3], how can analyze that recorded signals are 
audible? How can analyze that recorded signals are in the 
range of human nervous system? The quality of signal is 
calculated by acoustic model which is not defined in this 
paper [3]. Quantization is done to achieve better 
compression that reduces the number of bits needed to store 
information by reducing the size of the integers representing 
the information in the scene. These are the details that the 
human visual system ignores. This step represents one key 
segment in the multi-compression process. A reduction in 
the number of bits reduces storage capacity needed, 
improves bandwidth, and lowers implementation costs. In 
the paper [3], level of quantization (8-bit, 16-bit, etc...) and 
threshold techniques is not defined. According to this 
previous work [3], work is further extended in which 
psychoacoustic model is used to compute which recorded 
signal belongs to human nervous system. To do this hard 
and global threshold is used. For better compression, 16-bit 
dynamic quantization (narrow range quantization) is used. 
As mentioned in work [6], voice recognition technology can 
be used as a more efficient in car security system. Now if 
voice recognition is done by .wav file then it can be better 
but if voice recognition is done by compressed .wav file 
then it will be best.  To get compressed .wav file, this work 
is beneficial. 

According to research [22], the current data reveal that 
sensitivity to tonality changes significantly across the 
tessitura, with dramatically reduced sensitivity to tonality in 
lower pitch regions and moderately reduced tonality 
perception in upper pitch regions. Such an asymmetric 
sensitivity function may result from the combined influence 
of pitch salience (or a co-varying factor such as exposure to 
pitch distributional information in music) and reduced pitch 
processing that occurs when inharmonic levels exceed the 
threshold of detection. In this previous work [22], if tonality 
is computed then further work compression is possible 
which is done in this research work VSC. 

III. PROPOSED SOLUTION 

A. Approach 
The approach for VSC is defined in following steps: 

Step-1: Select wavelet functions 
Step-2: Load the recorded voice signal 
Step-3: Define Decomposition levels = N 
Step-4: Break the voice signal into N frame 
Step-5: Define wavelet coefficients 
Step-6: Compute the masking thresholds 

Step-7: Calculate power spectrum density 
Step-8: Calculate the tonality 
Step-9: If selected voice signal is a tone then go to 

next step otherwise exit 
Step-10: Compute energy of the tone 
Step-11: Compute entropy of the tone 
Step-12: Compute SNR of the tone 
Step-13: Evaluation of Distortion Computation 
Step-14: Define wavelet compression scheme 
Step-15:  Define quantization level  
Step-16: Compute offset to shift memory location of 

entire partition 
Step-17: Reconstructs the signal based on the 

multilevel wavelet decomposition structure  
Step-18: Define wavelet expander scheme for 

reconstructed signal 
Step-19: Write expanded .wav file (compressed file) 
 

B. Block Diagram of VSC 
Wavelet decomposition is done on selected (input) voice 

signal and then adaptive wavelet compression scheme is 
defined.  At the same time tone computation is done with 
the help of psychoacoustic model and Fast Fourier 
Transform (FFT) of same selected voice signal. Now if 
signal is tone, then bit allocation is performed that produce 
stream of data which is defined in fig.-[5(a)]. Now this 
stream of data is reconstructed which is defined in fig.-
[5(b)]. 

 
 
 
 
 
 
 
 
 
 
 
 

C. 0-Level DFD of VSC 

 
  

Input VSC Output Recorded  Compressed  

Fig.-6: 0-Level DFD of VSC 

Voice Signal Voice Signal 
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START 

Define 
Wavelet 

Function(x) 
 

Level = 5 
Wavelet = dB10 

frame_size =2048 
 

Step =frame_size 
N=ceil (xlen/step) 

 

Cchunks=0; 
Lchunks=0; 

Csize=0; 
PERF0mean=0; 

PERFL2mean=0; 
n_avg=0; 
n_max=0; 
n_0=0; 

n_vector=[]; 

i=1:1: N 
 

i==N 
frame= x([(step*(i-1)+1):length(x)]) frame= x([(step*(i-1)+1):step*i]) 

 

[C, L] = wavedec(frame, level, wavelet) 

[thr, sorh, keepapp] = ddencmp('cmp', 'wv', frame) 
thr=thr*10^6 

 

[XC, CXC, LXC, PERF0, PERFL2] = wdencmp('gbl', C, L, wavelet, level, thr, sorh, keepapp) 
C=CXC 
L=LXC 

PERF0mean= PERF0mean + PERF0 
PERFL2mean= PERFL2mean+PERFL2 

file= ‘SAMPLE1.wav’ 
 [x,Fs,bits] = wavread(file) 

xlen=length(x) 
 

Wavelet_Compression==0 

Yes No 

Yes No 

[Fig.-7(a): Flow Chart of VSC] 
 

Psychoacoustic==on 

P=10.*log10 ((abs (fft (frame, length (frame)))). ^2) 
Ptm= zeros (1, length (P)) 

 

k= 1: 1: length (P) 

(K≤1)│ (k≥ 250) bool=0 
 

Yes No 

Yes No 

A1 

B1 

D. Flow Chart of VSC 
      
      
      
      
      
      
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
      
    
   
   
   
     
      
     
    
    

      
      

     
 
 
 
 
 

 
 
 
 
 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

 
 

Where Coefficients: 
file=recorded voice signal 
C = wavelet decomposed frame 
L = Length of coefficient C 
n = number of bits required for 
      quantization level 
P = Power Density 
Ptm = Power Spectral Density  
           of  Tone Masker 
E = Entropy 
SNR = Signal to Noise Ratio 
xd = compressed file 
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A1 B1 

P(k)<P(k-1) │(P(k) < P(k+1) 

bool=0 
 

No Yes 

(K>2) & (k<63) 

bool = ((P(k)>(P(k-2)+7)) & (P(k)>(P(k+2)+7))) 

(K≥63) & (k<127) 
 

bool = ((P(k)>(P(k-2)+7)) & (P(k)>(P(k+2)+7)) &  (P(k)>(P(k-3)+7)) & (P(k)>(P(k+3)+7))) 

(k>=127) & (k≤ 256) 
 

bool = ((P(k)>(P(k-2)+7)) & (P(k)>(P(k+2)+7)) & 
(P(k)>(P(k-3)+7)) & (P(k)>(P(k+3)+7)) & (P(k)>(P(k-4)+7))  & 
(P(k)>(P(k+4)+7)) &(P(k)>(P(k-5)+7)) & (P(k)>(P(k+5)+7)) & 

(P(k)>(P(k-6)+7)) &(P(k)>(P(k+6)+7))) 
 

bool=0 
 

  bool==1 

Yes No 

Yes 

No 

Yes 

No 

Yes 
No 

Ptm(k)= 10*log10(10.^(0.1.*(P(k-1)))+10.^(0.1.*(P(k)))+10.^(0.1.*P(k+1))) 

Sum_energy=0 

k=1:1:length(Ptm) 

sum_energy=10.^(0.1.*(Ptm(k)))+sum_energy 

E=10*log10(sum_energy/(length(Ptm))) 
SNR=max (P)-E 

n=ceil (SNR/6.02) 
 

n≤3 

n=4 
n_0=n_0+1 n≥n_max 

n_max=n 

n_avg=n+n_avg; 
n_vector=[n_vector n] 

compander=on 

Mu=255 
C = compand(C, Mu, max(C), 'mu/compressor') 

Yes No 

No 

Yes 

[Fig.-7(b): Flow Chart of VSC] 

quantization =on  
psychoacoustic=off 

n=8 
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partition = [min(C):((max(C)-min(C))/2^n):max(C)] 
codebook = [min(C):((max(C)-min(C))/2^n):max(C)] 

[index, quant, distor] = quantiz(C, partition, codebook) 
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A2 B2 

Offset=0 

j=1: 1: N 

C(j)=0 

offset=-quant(j) 

Yes 

quant=quant +offset 
C=quant 

[Fig.-7(c): Flow Chart of VSC] 

Cchunks=[Cchunks C] 
Lchunks=[Lchunks L] 

Csize=[Csize length(C)] 

Encoder = round((i/N)*100) 

Cchunks=Cchunks(2:length(Cchunks)) 
Csize=[Csize(2) Csize(N+1)] 

Lsize=length(L) 
Lchunks=[Lchunks(2:Lsize+1) Lchunks((N-1)*Lsize+1:length(Lchunks))] 

PERF0mean=PERF0mean/N 
PERFL2mean=PERFL2mean/N 

n_avg=n_avg/N 
n_max; 

Encoding 
Completed 

xdchunks=0 

i=1:1:N 

i==N 

Cframe=Cchunks([((Csize(1)*(i-1))+1):Csize(2)+(Csize(1)*(i-1))]) 

Cframe=Cchunks([((Csize(1)*(i-1))+1):Csize(1)*i]) 
 

Yes No 

Compander=on 
max(Cframe)=0 

Compander=on 
max(Cframe)=0 

Cframe = compand(Cframe,Mu,max(Cframe),'mu/expander') 

Cframe = compand(Cframe,Mu,max(Cframe),'mu/expander') 

Yes 

Yes 

xd = waverec(Cframe,Lchunks(Lsize+2:length(Lchunks)),wavelet) 
 

xd = waverec(Cframe,Lchunks(1:Lsize),wavelet) 
 

xdchunks=[xdchunks xd] 
 

Decoder = round((i/N)*100) 
 

xdchunks=xdchunks(2:length(xdchunks)) 
distorsion = sum(('xdchunks-x').^2)/length(x) 

wavwrite(xdchunks,Fs,bits) 
 

Decoding  
Completed 

STOP 

Plot Figure of 
source and 

compressed file 
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Fig.-8(a): Frequency Spectrum Before and After 
Compression for Sample1.wav 

 

Fig.-8(b): Frequency Spectrum Before and After 
Compression for Sample2.wav 

 

Fig.-8(c): Frequency Spectrum Before and After 
Compression for Sample3.wav 

 

Fig.-8(d): Frequency Spectrum Before and After 
Compression for Sample5.wav 

 

Fig.-8(e): Frequency Spectrum Before and After 
Compression for Sample6.wav 

 

IV. PROPOSED SOLUTION 

This result analysis is done by IBM Intel P4, 3.0 GHz 
Processor, 256 MB RAM, 40 GB Hard Disk, and Windows-
XP Service Pack-2 Operating System and MAtLab7.0. 

Age factor define the clarity in audible voice and SNR. In 
this result analysis, I take five samples, three samples 
belong to male category and two samples belong to female 
category. Where n = number of bits required for 
quantization, SNR = Signal to Noise Ratio. 

A. Result Analysis for Male and Female Category Voice 
Signal 

The result analysis for male category voice signal is taken 
from Sample1.wav, Sample3.wav, and Sample5.wav and 
for female category voice signal is taken from Sample2.wav, 
Sample6.wav in which voice recording is done for different 
sentences. Each sample belongs to different age category 
and different environment also. Result analysis summary for 
male and female category voice signal is mention in Table-
[III]. Similarly frequency spectrum for Sample1.wav, 
Sample2.wav, sample3.wav, Sample5.wav, and 
Sample6.wav are shown in fig.-[8(a)], fig.-[8(b)], fig.-[8(c)], 
fig.-[8(d)], and fig.-[8(e)] respectively where spectrum for 
each selected file clearly defines the difference between 
source file & compressed file. The difference is computed 
on the basis of amplitude and time (or frequency) response 
of selected and compressed file. 
 
       
      
  
 
      
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. IMPLEMENTATION DETAILS 

To compute the tone, first computation is done for power 
spectral density (P).  

2P = 1 0 lo g ((ab s(fft(fram e , len g th (fram e))))1 0  
 

The tone masker checks the power spectrum p at index k 
and returns a boolean indicating whether it is a tone. If p(k) 
is a local maxima and is greater than 7db in a frequency 
dependent neighborhood, it is a tone. This neighborhood is 
defined as: Within 2: if 2<k< 63, Within 2, 3: if 63≤k<127, 
and Within 2, 3, 4, 5, 6: if 127≤k<256. 
 
For within 2 neighborhoods:  
bool = ((P(k)>(P(k-2)+7)) & (P(k)>(P(k+2)+7))) 
 
For within 2, 3 neighborhoods: 
bool = ((P(k)>(P(k-2)+7))&(P(k)>(P(k+2)+7))& 

(P(k)>(P(k-3)+7)) & (P(k)>(P(k+3)+7))); 
 

For within 2, 3, 4, 5, and 6 neighborhood: 
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bool = ((P(k)>(P(k-2)+7)) & (P(k)>(P(k+2)+7)) & 
(P(k)>(P(k-3)+7)) & (P(k)>(P(k+3)+7)) & 
(P(k)>(P(k-4)+7)) & (P(k)>(P(k+4)+7)) 
&(P(k)>(P(k-5)+7)) & (P(k)>(P(k+5)+7)) & 
(P(k)>(P(k-6)+7)) &(P(k)>(P(k+6)+7))); 

 
If selected signal is a tone then there is need to compute 

power spectral density of tones masker (Ptm): 
 

0.1(P(k-1)) 0.1(P(k)) 0.1(P(k+1))Ptm(k) = 10log (10 + 10 + 10 )10  
 

VI. CONCLUSION 

On the basis of Daubeshies (db10) wavelet family, 
Adaptive wavelet packet decomposition and psychoacoustic 
model compression is done approximately 48% to 50% of 
source file. In the whole work, it is found that every 
recorded voice contains energy that displays average 
information (Entropy). For each frame of recorded voice, 
SNR is computed from the entropy. During the computation 
of tone, frame size is decided 2048 bits for decomposition. 
To mask lower signal with upper signal, threshold masking 
technique is used. All decomposed frames are again 
reconstructed with 16-bit quantization scheme to get better 
compression result.  

This work is useful for limited storage devices (Pervasive 
Computing) and Global transmission medium. 

VII. FUTURE WORK 

From the collected data, findings are that there is long 
way to compete other compression schemes like 
mp3, .mp4, .avi….etc. There is need to increase the 
compression ratio which is under the development. Analysis 
for different parameters (i.e. Single Eco, Multiple Eco, 
Fade-In, Fade-Out, Pitch Low, Pitch High, FIR Reverb, IIR 
Reverb, Flat Response...etc) of this compressed voice signal 
is also possible for the purpose of security or voice signal 
identification which under the research.  
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